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Thomas Guillod
Newly available fast-switching Medium-Voltage (MV) Silicon-Carbide (SiC) semiconductors are setting new limits for the design space of MV converters. Unprecedented blocking voltages (up to 15 kV), higher switching frequencies (up to 200 kHz), higher commutation speeds (up to 100 kV/µs), and high temperature operation can be reached. These semiconductors feature reduced switching and conduction losses and, therefore, allow for the realization of extremely efficient and compact MV converters. Moreover, the increased blocking voltage allows the usage of simple single-cell topologies for MV converters instead of complex multi-cell systems. Hence, the MV SiC semiconductors are interesting for many applications such as locomotive traction chains, datacenter power supply chains, collecting grids for renewable energies, high power electric vehicle chargers, and more-electric aircraft.

Most of these applications require an isolated DC-DC converter for providing voltage scaling and galvanic isolation. However, the increased voltages and frequencies allowed by MV SiC semiconductors create new challenges for the design of Medium-Frequency (MF) transformers, which start to become the bottleneck of isolated DC-DC converters in terms of power density and efficiency. More specifically, the winding losses (due to skin and proximity effects) and the core losses (due to eddy currents and hysteresis) are rapidly increasing and mitigate the advantages (e.g., the reduced volt-second product applied to the magnetic core) obtained with the increased operating frequencies. Moreover, the MV/MF PWM voltages with fast switching transitions are also particularly critical for the insulation of MF transformers and can lead to additional losses, thermal breakdowns, and partial discharge induced breakdowns. Finally, the MF transformers of DC-DC converters should feature reduced losses (efficiencies above 99.5%) in order to match the performance offered by the MV SiC semiconductors.

The main focus of this thesis is, thus, set on the design of highly efficient MV/MF transformers employed in isolated DC-DC converters. First, a theoretical analysis of MF transformers is conducted in order to extract the fundamental performance limitations of such devices. The nature of the optimal designs is examined with analytical models, scaling laws, and numerical optimizations. Afterwards, several points are identified as critical and are studied in more detail.

First, the impact of model uncertainties and parameter tolerances on MF transformers is examined with statistical methods in order to highlight the achievable modeling accuracy. Then, a 2.5D numerical field simulation method is presented for assessing the impact of non-idealities on the losses produced
Abstract

by litz wire windings (e.g., twisting scheme and pitch length). Afterwards, the impact of MV/MF PWM voltages with fast switching transitions on the insulation is examined. The electric field pattern is analyzed inside, at the surface, and outside the insulation and shielding methods are proposed. Finally, the dielectric loss mechanisms of dry-type insulation materials under PWM voltages is examined in detail. Different analytical expressions are proposed for extracting the insulation losses and it is found that the dielectric losses can be significant for MV/MF transformers operated with MV SiC semiconductors. Design guidelines are proposed for the selection of appropriate insulation materials for MV/MF applications and silicone elastomer is identified as an interesting choice. All the presented results are verified with measurements conducted on different MF transformer prototypes.

The derived models and results are applied to a MV isolated DC-DC converter, which is part of a MV AC (3.8 kV, phase-to-neutral RMS voltage) to LV DC (400 V) Solid-State Transformer (SST) demonstrator. This SST is aimed to supply future datacenters directly from the MV grid. The considered 25 kW DC-DC converter operates between a 7 kV DC bus and a 400 V DC bus. The usage of 10 kV SiC MOSFETs allows for the realization of the converter with a single-cell DC-DC Series-Resonant Converter (SRC). The DC-DC SRC is operated at 48 kHz as a DC Transformer (DCX) and the modulation scheme, which allows for Zero-Voltage Switching (ZVS) of all semiconductors, is examined in detail. The realized MV/MF transformer prototype features a power density of 7.4 kW/l (121 kW/in³, 4.0 kW/kg, and 1.8 kW/lb) and achieves a full-load efficiency of 99.65%. The complete DC-DC converter achieves an efficiency of 99.0% between 50% and 100% load with a power density of 3.8 kW/l (62 W/in³, 2.9 kW/kg, and 1.3 kW/lb). The results obtained with the constructed DC-DC converter, which are significantly beyond the state-of-the-art, demonstrate that MV/MF transformers can utilize the possibilities offered by the new MV SiC semiconductors.
Kurzfassung

MODERNSTE Silizium-Karbide (SiC) Halbleitertechnologie ermöglicht die Realisierung von Transistoren mit bisher unerreichten Sperrspannungen (bis zu 15 kV) und hohen Änderungsraten der geschalteten Spannung (bis zu 100 kV/µs), welche sich für hohe Betriebstemperaturen und, aufgrund geringer Leit- und Schaltverluste, für Anwendungen mit hohen Leistungen und hohen Schaltfrequenzen (bis zu 200 kHz) eignen. Entsprechend hat die Verfügbarkeit solcher SiC Transistoren signifikante Auswirkungen auf die limitierenden Größen im Zusammenhang mit dem Entwurf von Mittelspannungskonvertern. Insbesondere lassen sich, im Vergleich zum Einsatz herkömmlicher Silizium-Technologien (MOSFETs, IGBTs, GTOs), sehr kompakte Mittelspannungskonverter mit extrem hoher Effizienz realisieren. Hinzu kommt, dass sich, aufgrund der hohen Sperrspannungsfestigkeit, komplexe Multizellensysteme durch Schaltungstopologien geringer Komplexität ersetzen lassen. Entsprechend eignen sich SiC Halbleiterelemente für Traktionsanwendungen und, im Zusammenhang mit More-Electric-Aircraft-Konzepten für Flugzeuganwendungen, für Anwendungen in Verteilnetzen (v.a. im Zusammenhang mit der Erschliessung erneuerbarer Energiequellen und den damit einhergehenden zusätzlichen Anforderungen an das Verteilnetz) und für Anwendungen in Hochleistungsladegeräten für Elektrofahrzeuge.

Kurzfassung

Transistoren erzielbaren niedrigen Halbleiterverluste und damit ein hoher Gesamtwirkungsgrad des Konvertersystems erreichbar wird.

Der Fokus der vorliegenden Dissertation richtet sich daher auf den Entwurf hocheffizienter MV/MF Transformatoren, wie sie in potentialgetrennten Gleichspannungs-Gleichspannungskonvertern verwendet werden. Im Rahmen einer theoretischen Analyse erfolgt in einem ersten Schritt die Identifikation grundsätzlich vorliegender Einschränkungen/Limitierungen von MV/MF Transformatoren, z.B. der bei gegebenem Volumen minimal möglichen Verluste, und die Untersuchung wesentlicher Eigenschaften optimaler Entwurfsergebnisse mittels analytischer Modelle, Skalierungsgesetze und numerischer Methoden. Im Anschluss daran erfolgt eine detaillierte Erörterung einzelner ausgewählter Entwurfsergebnisse.


Die entwickelten Modelle und Ergebnisse dienen als Basis für den Entwurf eines isolierten MV-Gleichspannungs-Gleichspannungskonverters (MV-DC-DC-Konverter). Der realisierte Konverter bildet die Kernkomponente eines Demonstrators für einen Solid-State-Transformator (SST), welcher sinusför-
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternating Current</td>
</tr>
<tr>
<td>CM</td>
<td>Common-Mode</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DCX</td>
<td>DC Transformer</td>
</tr>
<tr>
<td>DAB</td>
<td>Dual Active Bridge</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree Of Freedom</td>
</tr>
<tr>
<td>DM</td>
<td>Differential-Mode</td>
</tr>
<tr>
<td>EMI</td>
<td>Electromagnetic Interference</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FLOP</td>
<td>Floating Point Operation</td>
</tr>
<tr>
<td>GaN</td>
<td>Gallium Nitride</td>
</tr>
<tr>
<td>GSE</td>
<td>Generalized Steinmetz Equation</td>
</tr>
<tr>
<td>GTO</td>
<td>Gate Turn-Off Thyristor</td>
</tr>
<tr>
<td>HEMT</td>
<td>High-Electron-Mobility Transistor</td>
</tr>
<tr>
<td>HF</td>
<td>High-Frequency</td>
</tr>
<tr>
<td>HV</td>
<td>High-Voltage</td>
</tr>
<tr>
<td>IGBT</td>
<td>Insulated-Gate Bipolar Transistor</td>
</tr>
<tr>
<td>iGSE</td>
<td>Improved Generalized Steinmetz Equation</td>
</tr>
<tr>
<td>ISOP</td>
<td>Input Series Output Parallel</td>
</tr>
<tr>
<td>ISOS</td>
<td>Input Series Output Series</td>
</tr>
<tr>
<td>LF</td>
<td>Low-Frequency</td>
</tr>
<tr>
<td>LV</td>
<td>Low-Voltage</td>
</tr>
<tr>
<td>MCS-ZVS</td>
<td>Magnetizing Current Splitting ZVS</td>
</tr>
<tr>
<td>MF</td>
<td>Medium-Frequency</td>
</tr>
<tr>
<td>MMLC</td>
<td>Modular Multi-Level Converter</td>
</tr>
<tr>
<td>MV</td>
<td>Medium-Voltage</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal-Oxide-Semiconductor Field-Effect Transistor</td>
</tr>
<tr>
<td>PEEC</td>
<td>Partial Element Equivalent Circuit</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse-Width Modulation</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>Si</td>
<td>Silicon</td>
</tr>
<tr>
<td>SiC</td>
<td>Silicon Carbide</td>
</tr>
<tr>
<td>SRC</td>
<td>Series Resonant Converter</td>
</tr>
<tr>
<td>SST</td>
<td>Solid-State Transformer</td>
</tr>
<tr>
<td>ZCS</td>
<td>Zero Current Switching</td>
</tr>
<tr>
<td>ZVS</td>
<td>Zero Voltage Switching</td>
</tr>
</tbody>
</table>
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Introduction

In 1831, the British scientist Michael Faraday discovered the law of induction and constructed an electrical generator, laying the theoretical foundation for an industrial use of electricity [1]. Only 50 years later, in 1880, the US-American Thomas Edison founded the “Edison Illuminating Company” with the ambition to develop DC distribution grids [2]. A few years later, in 1886, the US-American George Westinghouse founded the “Westinghouse Electric Company” with similar goals, however, using AC technology [2].

The competition between these two companies and between the two technologies (DC and AC) led to the “war of the currents” [2]. The main challenge was to obtain an electrical grid which would be scalable with respect to the grid size and the power level. The “war of the currents” was then settled by a technology, which emerged in Europe some years earlier: the electrical power transformer.

1.1 Power Transformer Development

A transformer consists of two (or more) windings which are magnetically coupled, usually by means of a magnetic core. The AC voltage applied to one winding creates a magnetic flux which induces voltages in the other windings, allowing for voltage transformation and galvanic isolation. The first prototype was built in 1831 by Faraday himself and is known as “Faraday’s ring coil” [1]. The first practical application of the transformer principle was proposed in 1876 by the Russian Pavel Yablochkov for supplying electric candles [3]. A few years later, in 1883, the French Lucien Gaulard, associated to the British John Dixon Gibbs, constructed a transformer as part of a 40 km transmission system operated at 2 kV and demonstrated the interest of power transformers [4].
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Fig. 1.1: (a) Single-phase transformer designed by Zipernowsky, Bláthy, and Déri in 1884. (b) Single-phase distribution transformer designed by Stanley in 1886. (c) Three-phase distribution transformer realized by “Maschinenfabrik Oerlikon” in 1891. Images in the public domain.

However, this design, which featured an open magnetic circuit, was not able to provide a stable and/or load-independent voltage. This problem was solved in 1884 by the Hungarians Károly Zipernowsky, Ottó Bláthy, and Miksa Déri, who proposed the first modern transformer (cf. Fig. 1.1(a)), using a closed magnetic circuit, core-type or shell-type arrangements, and a laminated core [5].

The development of the transformer gave a decisive advantage to the AC technology. The possibility to step-up the voltage allowed for an efficient and stable energy transfer over long distances and the galvanic isolation gave the opportunity to easily interconnect grids. This was quickly recognized by George Westinghouse, who assigned to the US-American William Stanley the task to transform the European prototypes into commercial products (cf. Fig. 1.1(b)) [6]. This was achieved in 1886 with the realization of the first modern AC distribution grid in Great Barrington [6]. From this point on, the AC technology started to supplant the DC technology. In 1890, the Polish-Russian Mikhail Dolivo-Dobrovolsky patented the three-phase transformer [7]. One year later, in 1891, the Swiss company “Maschinenfabrik Oerlikon” and the German company “AEG” built the first three-phase AC transmission system (180 kW, 175 km, 40 Hz, and 25 kV) featuring transformers (cf. Fig. 1.1(c)) [8]. The “war of the currents” was considered as definitely settled in favor of the AC technology in 1893, when “General Electric” built the Niagara Falls power plant, which featured an unprecedented power rating (3.7 MW and 25 Hz) [9].

However, the “war of the currents” continued as a battle concerning the frequency, which will turn out to be one of the central elements of this
1.2 Power Transformer Limitations

For understanding the fundamental characteristics and limitations of power transformers, a simple model is sufficient. Fig. 1.2(a) depicts a single-phase
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transformer consisting of two windings and a magnetic core. However, the derived equations also apply to three-phase transformers. The induced voltages on the windings can be expressed as

\[ v_1 = N_1 \frac{\partial \phi_1}{\partial t}, \]  
\[ v_2 = N_2 \frac{\partial \phi_2}{\partial t}, \]  

where \( v_1/v_2 \) are the terminal voltages, \( N_1/N_2 \) the numbers of turns, and \( \phi_1/\phi_2 \) the magnetic fluxes. An ideal transformer features the following characteristics: no losses, no stored energy, and perfect magnetic coupling between the windings (all the turns of both windings are assumed to be linked with the same flux):

\[ \phi = \phi_1 = \phi_2, \]  
\[ v_1i_1 = v_2i_2, \]  

where \( i_1/i_2 \) are the terminal currents. The combination of these hypotheses with the equations for the induced voltages lead to the two fundamental transformer equations:

\[ \frac{v_1}{v_2} = \frac{N_1}{N_2}, \]  
\[ \frac{i_1}{i_2} = \frac{N_2}{N_1}. \]  

The following properties can be extracted for an ideal transformer: fixed (load-independent) voltage and current transfer ratio, no losses, no stored energy, and galvanic isolation between the windings. The shape and, therefore, the frequency of the voltages is identical between the primary and the secondary-side. This holds true as long as the transformer core does not saturate.

However, for extracting the fundamental limitations of power transformers, additional parameters are required. For deriving the considered model, sinusoidal currents and voltages are accepted. The current density \( (J_{\text{RMS}}) \) and the winding losses \( (P_w) \) can be expressed as \([16–18]\)

\[ J_{\text{RMS}} = \frac{2N_1I_{1,\text{RMS}}}{k_wA_w} = \frac{2N_2I_{2,\text{RMS}}}{k_wA_w}, \]  
\[ P_w = (V_{w,k_w}) J_{\text{RMS}}^2 \frac{k_w}{\sigma}, \]
where \( V_w \) is the winding volume, \( A_w \) the winding window area (cf. Fig. 1.2(b)), \( k_w \) the winding filling factor, and \( \sigma \) the conductivity of the winding conductors. The skin and proximity effect losses in the windings are neglected. The flux density \( (B_{pk}) \) and the core losses \( (P_c) \) can be expressed as [17–19]

\[
B_{pk} = \frac{\sqrt{2V_{1,RMS}}}{2\pi f N_1 A_c} = \frac{\sqrt{2V_{2,RMS}}}{2\pi f N_2 A_c},
\]

\[
P_c = V_c k_c f^{\alpha_c} B_{pk}^{\beta_c},
\]

where \( V_c \) is the core volume and \( A_c \) is the core cross section (cf. Fig. 1.2(b)). The core losses are described by the three empirical Steinmetz parameters \( (k_c, \alpha_c, \text{ and } \beta_c) \).

From these equations, it can be seen that the choice of the number of turns is a trade-off between the obtained current density and flux density and, hence, between the winding and the core losses. However, the number of turns can be eliminated, which results in the area product [17,20]:

\[
A_c A_w = \frac{\sqrt{2}}{\pi k_w B_{pk} f^{\alpha_c} \sigma} S_f,
\]

where \( S \) is the transformer apparent power. The filling factor \( (k_w) \) is limited by geometrical and insulation constraints, the current density \( (f^{\alpha_c} \sigma) \) by the heat extraction capabilities of the cooling system, and the flux density \( (B_{pk}) \) by the saturation flux density of the core material. Hence, these parameters are fixed for a given core material, insulation material, and cooling concept. Therefore, the volume \( (V_t) \) and mass \( (m_t) \) of a transformer are scaling as follows:

\[
V_t \sim \left( \frac{S}{f} \right)^{\frac{3}{4}},
\]

\[
m_t \sim \left( \frac{S}{f} \right)^{\frac{3}{4}}.
\]

This implies that the volume and mass of a transformer scale approximately linearly with the power rating. It also results that, for a fixed power rating, the operating frequency is the only free parameter which can be used to significantly improve the transformer design. However, the scaling laws based on the area product should be considered carefully since the efficiency is not kept constant and the HF losses are neglected.

The impact of the operating frequency is illustrated in Fig. 1.3, where the performances of a 25 kW transformer are considered. It can be immediately
Fig. 1.3: (a) Scaling of a transformer for a fixed efficiency and variable frequencies. (b) Scaling of a transformer for a fixed power density and variable frequencies. The shaded red region represents the domain where the designs are operated below the saturation flux density of the core. A 25 kW transformer with copper windings and an amorphous core (“Metglas 2605SA1”) is considered [21]. The skin and proximity winding losses are neglected. The thermal limit of the transformer is also neglected.

recognized that designs with increased operating frequencies achieve better efficiencies and power densities. However, above a certain frequency, the flux density in the core should be reduced (below the saturation flux density) in order to limit the core losses. This flux density reduction mitigates the advantages of increased operating frequencies, without suppressing it, as long as the HF winding losses remain at low values [18,22–25].

The advantages of operating a transformer at increased frequencies were already highlighted in 1893 [26]. However, as already mentioned, the selection of the grid frequency was strongly influenced by the performance of the generators, motors, and transmission lines [10]. Therefore, the standardized grid frequencies (mostly 50 Hz and 60 Hz) are sub-optimal for the power transformers. From the presented model, the following limitations and drawbacks of grid-connected power transformers can be extracted:

- Transformers operated at LF (mostly 50 Hz and 60 Hz) are intrinsically bulky and/or feature a limited efficiency [27]. This holds especially true for LF traction grids (16.7 Hz or 25 Hz) [13].

- Transformers are not able to interconnect grids, loads, or generators operating at different frequencies. Moreover, transformers are by definition unable to generate DC voltages [27,28].
1.3 Power Electronics Development

Already by the end of the nineteenth century, the need for interconnecting grids operating at different frequencies and supplying DC loads started appearing [10]. First, such frequency converters and rectifiers were realized with the back-to-back connection of electrical machines [29–31]. However, such installations were bulky, expensive, and featured a limited efficiency.

In 1902, the invention of the mercury-arc valves, allowed to switch voltages and currents and, therefore, to actively shape electrical waveforms [32]. The possibilities offered by this technology led to the development of the a branch of electrical engineering: power electronics [33]. The utilization of mercury-arc valves first allowed the development of AC-DC rectifiers (around 1910), DC-AC inverters (around 1920), and variable-frequency drives (around 1920) [32,34].

Finally, the isolated DC-DC converter, which is the subject of this thesis, emerged in 1928, using Thyratron mercury-arc valves [35]. However, different patents, filled in 1899, 1913, and 1916, already used the same principle with mechanical commutators [36–38]. The isolated DC-DC converter with Thyratron mercury-arc valves is described in Fig. 1.4 [33,35]. An inverter bridge chops the input DC voltage into a rectangular AC voltage which is exciting the primary-side of a transformer. The rectangular AC voltage also appears at the secondary-side of the transformer and is transformed back into a DC voltage by the rectifier bridge. This operating principle is still used nowadays by isolated DC-DC converters. However, the switching performances

---

**Fig. 1.4:** (a) Isolated DC-DC converter based on Thyratron mercury-arc valves, proposed in 1928 [35]. (b) Waveforms of the inverter bridge. (c) Waveforms of the rectifier bridge. This figure is taken (and adapted) from [33].

Transformers are passive devices, which are not able to provide voltage control, power flow control, or reactive power compensation. [27,28].

---

- Transformers are passive devices, which are not able to provide voltage control, power flow control, or reactive power compensation. [27,28].
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Isolated AC-AC / Power Transistors and Diodes

(a)

Isolated Resonant AC-AC / Thyristors

(b)

Fig. 1.5: (a) Isolated AC-AC converter based on power transistors (with series diodes for achieving negative voltage blocking capabilities), proposed in 1968 [39]. (b) Isolated resonant AC-AC converter based on thyristors, proposed in 1968 [40]. The key waveforms are illustrated for AC-AC operation, however, both topologies can also be used as DC-DC converters. This figure is taken (and adapted) from [39,40].

of the mercury-arc valves were limited and the advantageous properties of transformers at increased frequencies could not be exploited (cf. Fig. 1.3).

The transistor was invented in 1947 and opened new possibilities for realizing efficient electrical switches. Soon after, in 1958, the first thyristor was commercialized and was followed, in 1962, by the GTO thyristor, offering a viable alternative to mercury-arc valves [32]. In 1968, two circuit topologies were proposed in order to build AC-AC and DC-DC isolated converters featuring transformers operated at MF [39,40]. For the first time, the advantageous properties of MF transformers could be exploited, leading to compact and efficient systems (cf. Fig. 1.3). Moreover, compared to a grid-connected transformer, the proposed circuit offers additional voltage and current control capabilities. The first circuit, which is shown in Fig. 1.5(a), is based on power transistors (with series diodes) [39]. Again, the LF AC or DC voltages are chopped into rectangular pulses, transmitted through the MF transformer,
Fig. 1.6: (a) Isolated DC-DC SRC based on thyristors, proposed in 1968 [40]. (b) Isolated DC-DC DAB based on power transistors, proposed in 1988 [43]. The key waveforms are illustrated for DC-DC operation. This figure is taken (and adapted) from [42,44].

and, finally, rectified. The second circuit, which is depicted in Fig. 1.5(b), features an additional resonant tank, which allows the usage of thyristors in place of turn-off power transistors [40]. This last topology is actually the early version of the popular DC-DC SRC, which is shown in Fig. 1.6(a) [41,42].

The apparition of power MOSFETS, in 1976, and IGBTs, in 1984, allowed to push further the switching frequency of isolated DC-DC converters [32]. New topologies, were also introduced for taking advantages of the switching behavior of these new devices, such as the DC-DC DAB, in 1988 [43–45]. The DC-DC DAB, which is shown in Fig. 1.6(b), operates a MF transformer between two bridges (voltage sources) operated with different duty cycles and phases, similarly to a patent filled in 1913 [37].

Over the years, the emergence of new applications for isolated converters such as wind turbines and photovoltaic panels has contributed to the development of high power isolated DC-DC converter, where the SRC and DAB topologies (or their numerous variants) are widely used [28,46–48]. The introduction of SiC MOSFETs, with reduced conduction and switching losses (in 2011), promises further improvements of such converters [49]. Therefore, many new applications, which require MV grid-connected power electronic converters using MV/MF transformers, are considered in literature.
1.4 MV/MF Transformer Applications

It should be noted that the definition of MV and MF significantly depends on the considered power level and application (e.g., power system, traction, automotive, and radio-frequency). In this thesis, the following definition is accepted for MV: [1, 35] kV. For electronic converters, MF can be defined with the power/frequency product, which is usually in the following range: [0.05, 2.0] MHzkW.

High power MV/MF transformers are usually operated between two DC (or more rarely AC) buses with the help of an inverter and a rectifier. In the literature, such systems are sometimes called Solid-State Transformers (SSTs), Smart Transformers, DC Transformers, or Power Electronic Transformers [28, 50]. The applications of such high power MV/MF transformers can be decomposed into several categories:

- **Distribution transformers** - MV/LV AC grid distribution transformers can be replaced by SSTs using MV/MF transformers [28, 50, 51]. For such applications, increasing the efficiency is not possible, given that LF distributions transformers are already extremely efficient (above 99.0%) [52, 53]. The gain of volume and mass is also a minor advantage for such transformers. The main benefits of SSTs are the advanced control capabilities (e.g., voltage, power, and harmonics compensation), which are essential for realizing future smart-grids [50, 51, 53–55]. In addition to the AC terminals, DC terminals can be added for integrating battery storage, connecting small renewable energy plants, or connecting DC microgrids [48, 53, 54, 56].

- **Renewable energies** - Most of the emerging renewable energy sources are DC sources (e.g., full converters wind turbines with subsequent rectifier stage and photovoltaic systems), which are, nowadays, connected to the MV or HV AC grid with inverters and LF step-up transformers [28, 46–48]. The inverter and the LF step-up transformer can be replaced by a single SST using MV/MF transformers, which allows for increased efficiencies, reduced volume, and reduced weight [50, 53, 55]. Moreover, SSTs can also be used to directly interface large renewable energy plants with MVDC or HVDC collecting grids instead of AC grids [46–48].

- **DC loads** - Next to the traditional DC loads (e.g., aluminum production plants and variable-frequency drives) many new applications feature large LV DC loads, such as datacenters, electrical vehicle fast chargers, and power-to-gas systems [28, 57–59]. Instead of the series connection
of a LF step-down transformer and a rectifier, a SST can be used to
directly connect the LV DC load to the MV AC grid, which allows for
increased efficiencies, reduced volume, and reduced weight [50,53,55].

- **Traction applications** - Locomotives or trains with distributed traction,
  which are connected to a MV AC traction grid, use step-down LF
  transformers combined with rectifiers in order to supply the DC-buses
  used by the motor inverters [27, 28, 60–64]. Such transformers are
  bulky, heavy, and feature limited efficiencies, especially for 16.7 Hz or
  25 Hz traction grids. In such volume constrained environments, SSTs
  offer decisive competitive advantages [61, 62, 64]. Moreover, SSTs can
  be used as static converters for supplying the AC (16.7 Hz or 25 Hz) or
  DC traction grids from the utility AC grid (50 Hz or 60 Hz) [28].

- **Marine applications** - Large military or civilian ships often feature diesel-
  electric propulsion and, therefore, a frequency-independent (generator
  speed) supply of large electric loads (motors and auxiliary systems),
  from on-board MVDC distribution grids, is envisioned [65–67]. MVDC
  transmission is also proposed for supplying docked ships, oil/gas ter-
  minals, and off-shore oil/gas stations [28, 68, 69].

- **Aircraft applications** - Reducing the weight and volume of the electrical
  system is extremely important for aircraft, explaining why such systems
  are nowadays utilizing a 400 Hz on-board grid in order to reduce the
  size of the transformers [70, 71]. However, with future more-electric or
  all-electric aircraft, the LV 400 Hz system will not be able to achieve
  the required power density and efficiency, for which MVDC buses are
  needed [71–74]. Therefore, DC-DC SSTs are envisioned for supplying
  the systems requiring large voltage conversion ratios and/or galvanic
  isolation [28, 72, 73, 75].

### 1.5 MV DC-DC Converters

Different circuit topologies can be used for the aforementioned applications
and are listed in [27, 28, 50, 76, 77]. Almost all the considered circuit topologies
require high power isolated DC-DC converters using MV/MF transformers.
These converters can provide several functionalities: voltage scaling, voltage
control, power flow control, and galvanic isolation [27, 28, 78]. For systems
connected to a MV grid, galvanic isolation is required for safety reasons,
for isolating faults (especially with DC grids), and due to different earthing
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The DC-DC SRC consists of a transformer and a resonant capacitor placed between an active inverter bridge and a passive rectifier bridge [42,81]. If bidirectional power flow is required, both bridges should be realized with active switches [25,27,61,85]. High power DC-DC SRCs are usually operated below the resonance frequency (half-cycle discontinuous current mode) with an active inverter bridge (50% duty cycle) and a passive rectifier bridge (diode rectifier or synchronous rectifier), as shown in Fig. 1.7(a) [42,86,87]. This operating mode of the DC-DC SRC is sometimes referred to as DCX since it provides a constant voltage transfer ratio without requiring any closed-loop control [61,82,84,86,88–90]. With this modulation scheme, ZCS, ZVS, and quasi-sinusoidal currents are achieved. However, the voltage and the power flow cannot be actively controlled in DCX operating mode. Nevertheless, the control of the voltage and power flow is possible with frequency and/or duty cycle modulation, which is unusual in high power DC-DC SRCs [81,85–87].

The DC-DC DAB consists of a transformer placed between two active (converter) bridges [44,78]. Therefore, the DC-DC DAB intrinsically allows...
for bidirectional power flow. For DC-DC DABs, the simplest modulation is the phase shift modulation, where both bridges (50% duty cycle) are operated with a phase shift, as shown in Fig. 1.7(b) [44,56,78]. With this modulation scheme, ZVS and quasi-rectangular currents are achieved. Many other modulation schemes exist in order to achieve ZVS, ZCS, or buck-boost operation [44,78,91]. However, the DC-DC DAB requires a closed-loop control for stabilizing the voltage and the power flow [78,91].

Several possibilities exist for realizing the inverter and rectifier bridges of SRCs and DABs: full-bridges, half-bridges with split DC-buses, NPC bridges, or flying capacitor bridges [27,92–95]. Many extensions of these converters can be found, featuring three-phase transformers, multiple ports, snubbers, alternative resonant circuits, etc. [44,96–99].

However, the blocking voltages of commercially available power semiconductors are limited (6.5 kV for IGBTs and 10.0 kV for GTOs), i.e. not adapted to the voltage levels of MV/HV grids [32]. Moreover, these devices feature poor switching performance. This limitation can be avoided by using multi-level bridges, such as diode-clamped (NPC) or capacitor-clamped (flying capacitor) arrangements [92–95]. However, for large voltages, a modular structure is often required [27,61,76,100].
Figs. 1.8(a)-(b) shows fully modular multi-cell structures based on the series and/or parallel connection of isolated DC-DC converters [50, 101–105]. This structure reduces the power and voltage ratings of the MF transformers composing the structure. Moreover, the voltage transfer ratio of the converter can be partially or totally realized with a series and parallel connection of the cells (and not with the MF transformers). Fig. 1.8(c) depicts an alternative structure based on the MMLC, which features modular inverter and rectifier bridges and a single MF transformer [60, 106, 107].

However, such modular structures feature a high number of switches, transformers, capacitors, measurements, etc. [103, 104]. The apparition of MV SiC MOSFETs (blocking voltages up to 15 kV), which are still in the prototype stage, allows a reduction of the complexity of MV isolated DC-DC converters [108–110]. Converters up to 10 kV (or even more with multi-level bridges) can be realized with a single-cell design [51, 83, 95, 99]. Moreover, compared to IGBTs, these SiC MOSFETs feature extremely reduced switching losses, which allow the operation of MV converters at unprecedented frequencies (up to 200 kHz) [111, 112]. However, such frequencies and voltages create new challenges for the design of MV/MF transformers, which start to become the bottleneck of isolated DC-DC converters [18, 25, 113].

1.6 MV/MF Transformer Technologies

The design of MV/MF high power transformers is a complex process which requires many trade-offs [17, 114, 115]. Many a priori incompatible objectives, such as power density, efficiency, large operating frequency, and large voltages should be combined. Over the years, many studies have been conducted regarding the optimization and design of such systems. The main challenges and approaches can be summarized as follows:

- **Geometry** - Different geometries can be used to realize MF transformers [16, 17]. The main variants are depicted in Fig. 1.9. The solutions shown in Figs. 1.9(a)-(c) are the typical choices for high power MF transformers [17, 25, 27, 61, 64, 116]. Planar MF transformers (cf. Fig. 1.9(d)), which often feature PCB windings, are limited to lower power ranges [117–119]. Finally, coaxial MF transformers (cf. Figs. 1.9(e)-(f)) represent an interesting alternative, which, however, has been found difficult to implement in practice [63, 120–122].

- **Equivalent circuit** - Three degrees of freedom exist for a MF transformer equivalent circuit: the voltage transfer ratio, the leakage inductance,
Fig. 1.9: Typical MF transformer types. (a) Shell-type transformer with E-core. (b) Shell-type transformer with U-core (C-core). (c) Core-type transformer with U-core (C-core). (d) Planar transformer with E-core. (e) Coaxial transformer with E-core. (f) Coaxial transformer with R-core (toroidal core).
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and the magnetizing inductance [19,123–126]. The voltage transfer ratio is, obviously, the most critical parameter for a DC-DC converter. However, the leakage inductance is actively used by converter topologies (e.g., DAB and SRC) and the magnetizing inductance is often required for achieving soft-switching (ZVS or ZCS) [44, 78, 84, 86]. Therefore, all the magnetic parameters of a MF transformer must be carefully controlled.

- **Core losses** - The core material should be selected with respect to the selected operating frequency and the desired performance (efficiency and power density). For designs running with limited frequencies (up to 2 kHz), silicon-steel laminated cores with high saturation flux densities are typically used [17, 114]. For higher frequencies, tape-wound cores (amorphous or nanocrystalline) can be selected (up to 40 kHz) [17, 18, 114, 127]. For even higher frequencies, ferrite materials with reduced saturation flux densities are the only option [17, 18, 114]. The core losses (i.e. hysteresis and eddy current losses) are usually computed with semi-empirical methods (e.g., GSE, iGSE), which are calibrated with measurements (frequency, flux density, waveform shape, and temperature dependences) [17, 19, 24, 128].

- **Winding losses** - For designs running with limited frequencies (up to 2 kHz), solid-wires or Roebel bars are used [15, 18]. For higher frequencies, the skin and proximity effect losses are quickly increasing. Therefore, special geometries such as foil conductors or litz wires are selected in order to mitigate HF losses [16, 18, 129, 130]. Many analytical and numerical methods have been published for calculating the magnetic field in the windings and the associated losses of such HF conductors for arbitrary periodic waveforms [18, 19, 129, 131–135].

- **Thermal management** - The thermal design of a MF transformer is critical, even for a highly efficient design. Due to the achieved high power density, the loss density is also increased [18]. Moreover, the temperature distribution inside a MF transformer has a direct impact on the losses [19, 91, 136]. The heat transfer inside a MF transformer can be achieved with thermal conduction, air ducts, heat-pipes, water-pipes, or oil [25, 61, 63, 64, 137]. The heat extraction to the ambient air is realized with natural convection, forced convection, heat sinks, or heat exchangers (water or oil) [17, 17, 115]. Many analytical and numerical methods have been published for calculating the temperature distribution of a MF transformer [17, 91, 114, 115, 138, 139].
1.6. MV/MF Transformer Technologies

- **Insulation design** - Electrical insulation is required inside the windings, between the windings, and between the windings and the core [15, 17]. The insulation is typically realized with dry-type materials and/or oil [15, 61, 63, 140–142]. For a MV/MF transformer, the volume occupied by the insulation can be significant, and, therefore, reduces the achieved power density [137, 143]. Moreover, the thermal resistance of the insulation is also limiting the thermal performance [25, 137, 139, 142]. The fact that the insulation is subject to MV/MF PWM voltages is also increasing the risk of thermal breakdowns and partial discharge induced breakdowns [144–150]. Finally, the capacitive reactive power oscillating in the insulation and the associated dielectric losses can be significant for MV/MF transformers [151–154].

- **Parasitics** - The parasitic capacitances (and inductances) of a MF transformer lead to resonances, and, potentially, to oscillations [155–158]. Such oscillations can disturb the modulation scheme of the converter, create additional losses, overvoltages, and EMI issues [156, 159–161]. The CM capacitance of the transformer creates, at HF, a short-circuit through the galvanic isolation, which can also be problematic [79, 80, 143]. Moreover, the electric and magnetic fields, originating from a MF transformer, can also cause disturbances in the control and measurement circuits located nearby [143, 158, 162].

- **Optimization process** - The aforementioned aspects and corresponding models can be combined in order to obtain an optimization procedure for MF transformers [19, 22, 114, 115]. Different criteria can be considered, such as efficiency, power density, manufacturability, and cost, resulting in a multi-objective optimization problem [91, 163]. Different methods have been proposed (e.g., brute-force, gradient optimization, and genetic algorithm) for solving such problems, where the results are often presented with Pareto fronts [91, 114, 115, 138, 164–166]. It should be noted that the optimization of the MF transformer cannot be decoupled from the optimization of the complete DC-DC converter. This is mainly due to the switching frequency, which is a shared parameter between the MF transformer and the converter bridges. Therefore, a sub-optimal MF transformer can lead to an optimal DC-DC converter [18, 91, 163].
1.7 Aims and Contributions

As outlined above, the design of MF transformers is a complex process involving many different fields of physics and engineering. This thesis focuses on MV/MF transformers and, more specifically, on the possibilities and challenges linked to the new MV SiC MOSFETs [108–110]. The goal of this thesis is to provide the tools for designing highly efficient MV/MF transformers and to demonstrate the feasibility of a 99.0 % efficient MV isolated DC-DC converter featuring a power density above 2.5 kW/l.

1.7.1 Scientific Contributions

Despite the numerous publications in the area of MF transformer design, large discrepancies between the models and the measurements are still common, especially for highly efficient MF transformers (above 99.5 %) [25, 27, 167–169]. Moreover, the impact of the large MV/MF voltages on the electrical insulation, which has been identified as critical, is often neglected [147–149, 152, 156, 170, 171]. More specifically, the following points, which have been identified as critical and insufficiently studied, are treated in this thesis:

- **Optimization and scaling laws** - Explicit analytical equations for the design of optimal MF transformers have been successfully given in [16, 18, 23, 172]. Scaling laws (scaling of the figures of merit of transformers with respect to a reference design) have been proposed for different volumes, efficiencies, and frequencies in [18, 20, 24, 173]. The complexity of the mapping between the design space and the performance space has been observed in [91, 113, 172]. However, all three aspects (optimal design, scaling laws, and performance space mapping) have never been brought together in order to highlight the fundamental characteristics and limitations of MF transformers. Therefore, the design equations of MF transformers and the corresponding optima are reviewed. Scaling laws are found for different power ratings, power densities, efficiencies, and temperature rises. With these scaling laws, the performance limits of MF transformers can be extracted. Moreover, the mapping between the design space and the performance space of MF transformers is analyzed with analytical and numerical models. Finally, the limitations of the analytical optimizations are emphasized.

- **Equivalent circuit uncertainties** - As already mentioned, three degrees of freedom exist for a MF transformer equivalent circuit: the voltage transfer ratio, the leakage inductance, and the magnetizing in-
ductance [19, 123, 124]. All these three parameters should be carefully controlled for the operation of a MF transformer inside a DC-DC converter [44, 86, 174–176]. In the literature, many methods have been proposed for computing the equivalent circuit of MF transformers [16, 17, 19, 124, 130, 177–180]. However, only few comparisons between the methods can be found [131, 181], where the impact of tolerances and uncertainties is ignored. Therefore, different methods are compared with respect to modeling complexity, computational cost, and achieved accuracy. Moreover, a statistical analysis framework is presented to analyze the impact of the model uncertainties and parameter tolerances. This statistical analysis highlights the limits of detailed models based on numerical field simulations. The presented results are verified with measurements.

Losses of non-ideal litz wires - Litz wire windings are the most common choice for MF transformers since they allow for low losses and great flexibility in the design [25, 64, 82, 114, 182]. Many computation methods have been proposed for extracting the losses in such windings [19, 133, 134, 183–185]. However, it is found that the measured losses are often larger than the values computed with the aforementioned methods [25, 27, 82, 186]. This is due to the numerous hypothesis required for the analytical methods (perfect packing, perfect twisting, negligible pitch length, and homogeneous external magnetic field), which are, in practice, not respected. Different 3D simulation methods, based on integral equations (e.g., PEEC), differential equations (e.g., FEM simulations) [183, 187, 188], or both [189] have been proposed for simulating litz wires with non-idealities. However, 3D methods are complex to implement and demand for a very high computational cost, which restricts such simulations to litz wires with a reduced number of strands [183, 188]. Therefore, a new numerical field simulation tool, based on a 2.5D PEEC model (mixed 2D and 3D modeling), is developed for simulating the impact of twisting imperfections and pitch length on the current sharing and the losses of litz wires. The critical impact of the twisting scheme is highlighted and experimentally demonstrated. Simple analytical approximations are also given for selecting high performance twisting schemes.

Electrical shielding with PWM voltages - MV/MF transformers operated inside DC-DC converters are subject to large PWM voltages (CM and DM) with fast switching transitions, especially with the new MV SiC
MOSFETs [108, 111, 112, 156]. Additionally, DC CM voltages and/or LF AC CM voltages can also be applied to MV/MF transformers. This leads to challenging situations with respect to CM currents, parasitic resonances, insulation design, and EMI [25, 156, 158–160, 162, 171, 190]. For all these effects, it appears that the magnetic and electric fields are of key importance for MV/MF transformers [105, 191]. Therefore, the field patterns (inside the insulation, at the surface of the insulation, and in the surrounding air) of MV/MF transformers are analyzed with numerical field simulations. The impact of the electric and magnetic fields on the eddy current losses, insulation design, capacitively coupled voltages, and CM currents is discussed. A resistive shield, which drastically reduces the electric field without creating additional losses, is proposed and experimentally verified with a prototype.

Dielectric losses with PWM voltages - The critical impact of PWM voltages on the insulation has already been identified, particularly for drive systems [146–149, 152, 170]. The examination of the dielectric losses is of particular interest since it allows for a quantification of the insulation stress with MF voltages [151, 192]. More specifically, the dielectric losses (or changes thereof), which are related to the lifetime and the reliability of insulation systems, can be used for insulation design or monitoring [144, 145, 147, 150, 192, 193]. Moreover, for MV converters operated with fast PWM voltages, the dielectric losses can represent a significant share of the losses and could lead to a thermal breakdown [151, 152]. This is particularly critical with the new MV SiC MOSFETs [108, 111, 112]. However, the exact impact of the harmonics contained in PWM voltages (compared to sinusoidal voltages) on the dielectric losses, has not yet been studied in detail. Therefore, a thorough analysis of the dielectric loss mechanisms occurring in polymeric insulation materials under PWM voltages is carried out. Scalable analytical expressions are proposed for the losses produced by PWM voltages, taking into account the frequency and temperature dependences of the material parameters. The validity of the proposed approach is confirmed with measurements conducted with material samples and with a complete MV/MF transformer. Finally, design guidelines are extracted for the selection of dry-type insulation materials for MV/MF applications.

ZVS modulation of SRC-DCXs - High power DC-DC SRCs are usually operated at or below the resonance frequency in the half-cycle discontinuous current mode. The primary-side bridge is actively operated (50 %
duty cycle) and the secondary-side bridge operates as a passive rectifier bridge (diode rectifier or synchronous rectifier) [42, 86, 87]. This operating mode is usually called DCX and provides a load-independent voltage transfer ratio without requiring any closed-loop control [61, 82, 84, 89, 90]. However, it has been found that passive rectification is problematic for converter bridges with large semiconductor output capacitances (e.g., oscillations, current distortion, and load-dependent voltage transfer ratio). This is especially true for systems using MV SiC MOSFETs, which feature significant output capacitances [111, 112]. A phase shift modulation scheme (MCS-ZVS), which allows for an active sharing of the transformer magnetizing current between the bridges, is proposed and experimentally verified. The presented modulation scheme features robust open-loop operation, load-independent voltage transfer ratio, load-independent ZVS for both bridges, and quasi-sinusoidal currents.

1.7.2 DC-DC Demonstrator System

The target SST demonstrator system should highlight the potential of the new MV SiC MOSFETs and should show that the advantages of such semiconductors can be fully exploited by MV/MF transformers [108–110]. For the demonstrator, the power supply chain of datacenters is considered [194, 195]. Fig. 1.11(a) shows the classical power supply chain with a LF transformer and a LV AC distribution architecture. Fig. 1.11(b) depicts a state-of-the-art power supply chain with a LF transformer and a LV DC distribution architecture featuring reduced complexity and increased efficiency. In order to further reduce the number of stages of the supply chain, the LF transformer and the LV rectifier can be replaced by a SST, which is directly interfacing the MV AC grid to a LV DC bus, as shown in Fig. 1.11(c) [59, 196]. This enables the realization of a highly efficient and highly compact datacenter power supply chain [28, 59, 196–198]. In order to reduce the conduction losses in the power distribution cables (or reducing the copper cross-sections) and increase the redundancy, a MV AC distribution architecture with distributed SSTs is also envisioned, cf. Fig. 1.11(d) [28, 196]. This last architecture has been chosen for the SST demonstrator.

The SST should interface a MV AC grid (3.8 kV phase-to-neutral RMS voltage and 6.6 kV phase-to-phase RMS voltage) to a LV DC bus (400 V) [59, 194, 195]. In the chosen architecture (cf. Fig. 1.11(d)), each server rack is supplied from an individual single-phase SST featuring a rated power of 25 kW. For the complete datacenter, many single-phase SSTs would be connected in
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Fig. 1.10: (a) Traditional data power supply chain with LV AC distribution. (b) LF transformer based power supply chain with LV DC distribution. (c) SST based power supply chain with LV DC distribution. (d) SST based power supply of individual racks with MV AC distribution.
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Figure 1.11: (a) Considered SST consisting of an AC-DC converter and an isolated DC-DC converter. The DC-DC converter, which is considered in this thesis, is highlighted. The structure features a rated power of 25 kW. (b) DC-DC SRC operated at the resonance frequency, i.e. acting as bidirectional DCX. (c) Schematic view of the current and voltage waveforms.

In order to ensure a symmetric loading of the MV AC three-phase grid. This power rating and single-phase distributed architecture has also been chosen for the industrial system presented in [196]. Additionally, the SST should provide galvanic isolation since it is not possible, for safety reasons, to connect the earth of the MV AC grid with the LV DC bus. The complete converter structure is bidirectional in order to allow for the batteries (uninterruptible power supply) to offer energy storage for the grid (smart-grid service) [54,199].

The usage of 10 kV SiC MOSFETs allows for the realization of the aforementioned SST with a single-cell structure [108,109]. Fig. 1.11(a) shows the selected SST structure, comprising an AC-DC converter and an isolated DC-DC converter which are connected via a common MV DC bus:

- **AC-DC converter** - The AC-DC converter interfaces a single-phase MV AC grid (3.8 kV, phase-to-neutral RMS voltage) to a MV DC bus (7 kV) [197]. Additionally, this converter controls the DC bus voltages and the power flow. The design and construction of the AC-DC converter is not part of this thesis and is described in [197,200,201].
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- **DC-DC converter** - The DC-DC stage provides the voltage step-down between the MV DC bus (7 kV) and the LV DC bus (400 V), which is used to connect the loads (server) and the batteries (uninterruptible power supply) [196,198]. Additionally, the galvanic isolation should be provided by this converter. However, voltage control and power flow control are not required since these functionalities are already provided by the AC-DC converter. The design and construction of the semiconductor bridges of the DC-DC converter are not part of this thesis and can be found in [111,112,198,200,201]. In this thesis, the design, construction, and measurements of the MV/MF transformer are considered. Moreover, the operation of the MV/MF transformer inside the SRC-DCX (modulation scheme) is examined.

The DC-DC converter should meet the following specifications: 99.0% efficiency at rated power and a volume below 10 l (power density above 2.5 kW/l). For achieving this goal, the MF transformer should feature, at least, the following performance: 99.6% efficiency at rated power and a power density above 5 kW/l. Such extreme efficiencies are required for SSTs in order to offer a competitive solution against a LF transformer coupled with a LV rectifier, given that modern dry-type LF transformers (without the LV rectifier) are typically achieving full-load efficiencies of [98.899.2]% [52,53,55].

Due to the aforementioned requirements, the DC-DC SRC topology, which is shown in Fig. 1.11(b), has been selected. Both converter bridges (LV side and MV side) are realized with SiC MOSFETs. Fig. 1.11(c) depicts the obtained current and voltage waveforms, which are similar to the classical half-cycle discontinuous conduction mode operation (cf. Fig. 1.7(a)), except that the discontinuous conduction interval is not present [82,86,88]. The converter is operated at the resonance frequency, which is set to 48 kHz. Due to the high switching frequency (for a MV converter), complete ZVS should be achieved for all semiconductors for all load conditions [111,112,202]. For achieving ZVS, the magnetizing inductance of the transformer is used. With this modulation, the DC-DC SRC acts as DCX, providing a constant voltage transfer ratio without requiring any closed-loop control [61,82,84,86,88–90]. The SRC-DCX topology also features other advantages compared to the DAB: sinusoidal currents, no requirement for a specific value of the leakage inductance, and load-independent ZVS with reduced switched currents (quasi-ZCS).

In order to reduce the number of switches and for reducing the voltage transfer ratio of the transformer, the combination of a half-bridge on the MV side and a full-bridge on the LV side is used. The chosen single-cell structure is extremely simple since it only consists of one MV/MF transformer, two MV
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## Tab. 1.1: Comparison of Single-Cell DC-DC SSTs

<table>
<thead>
<tr>
<th>System</th>
<th>ETHZ 25 kW</th>
<th>NCSU 20 kW</th>
<th>NCSU 10 kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2018</td>
<td>2018 [99]</td>
<td>2017 [83]</td>
</tr>
<tr>
<td>Circuit topology</td>
<td>SRC-DCX</td>
<td>CFSRC</td>
<td>SRC/DAB</td>
</tr>
<tr>
<td>Power rating</td>
<td>25 kW</td>
<td>20 kW(^a)</td>
<td>10 kW(^b)</td>
</tr>
<tr>
<td>Bus voltages</td>
<td>7 kV to 400 V</td>
<td>10 kV to 340 V</td>
<td>6 kV to 400 V</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>48 kHz</td>
<td>37 kHz</td>
<td>40 kHz</td>
</tr>
<tr>
<td>Semiconductors</td>
<td>SiC MOSFETs</td>
<td>SiC MOSFETs</td>
<td>SiC MOSFETs</td>
</tr>
<tr>
<td>Cooling</td>
<td>Air</td>
<td>Air</td>
<td>Air</td>
</tr>
<tr>
<td>Power density</td>
<td>3.8 kW/l</td>
<td>1.5 kW/l(^c)</td>
<td>n/a(^d)</td>
</tr>
<tr>
<td>Peak efficiency</td>
<td>99.0 %</td>
<td>98.0 %</td>
<td>98.1 %</td>
</tr>
<tr>
<td>Full-load efficiency</td>
<td>99.0 %</td>
<td>97.3 %</td>
<td>97.4 %</td>
</tr>
</tbody>
</table>

\(^a\) Maximum achieved power is 17 kW (85 % load).
\(^b\) Maximum achieved power is 13 kW (130 % load).
\(^c\) Power density is estimated from the converter photography.
\(^d\) Power density is below 2.5 kW/l (upper bound derived from the given dimensions).

SiC MOSFETs, and four LV SiC MOSFETs. In comparison, the multi-cell SST presented in [196], which features the same power rating and the same target application, features five cells, ten MF transformers, and sixty LV MOSFETs.

## 1.7.3 Performance Benchmark

In the literature, it can be seen that most isolated high power DC-DC systems feature efficiencies ranging from 97.0 % to 98.5 % [64, 82, 83, 99, 196, 196, 203–205]. Different theoretical computations have demonstrated the feasibility of 99.0 % efficient systems [98, 206–209]. Several LV (below 1 kV) prototypes reach efficiencies ranging from 98.5 % to 98.8 % [163, 206, 209–212]. The highest measured efficiency is found for a high power (100 kW) and LV (850 V) converter based on SiC MOSFETs (99.2 %, measured without auxiliary and cooling losses, no indication of the power density) [213].

Nevertheless, the comparison of the realized prototype with the state-of-the-art is difficult since the published converters feature different power ratings, voltage ratings, semiconductor technologies, cooling methods, etc.
Tab. 1.2: Comparison of Single-Cell and Multi-Cell DC-DC SSTs

<table>
<thead>
<tr>
<th>System</th>
<th>ETHZ 25 kW</th>
<th>CPES 75 kW</th>
<th>Fuji 25 kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2018</td>
<td>2018 [82]</td>
<td>2017 [196]</td>
</tr>
<tr>
<td>Circuit topology</td>
<td>SRC-DCX</td>
<td>ISOP</td>
<td>ISOP</td>
</tr>
<tr>
<td>Power rating</td>
<td>25 kW</td>
<td>75 kW&lt;sup&gt;a&lt;/sup&gt;</td>
<td>25 kW&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bus voltages</td>
<td>7 kV to 400 V</td>
<td>4 kV to 400 V&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.8 kV to 54 V&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>48 kHz</td>
<td>500 kHz</td>
<td>70 kHz</td>
</tr>
<tr>
<td>Semiconductors</td>
<td>SiC MOSFETs</td>
<td>SiC/GaN FETs</td>
<td>Si MOSFETs</td>
</tr>
<tr>
<td>Cooling</td>
<td>Air</td>
<td>Air</td>
<td>Air</td>
</tr>
<tr>
<td>Power density</td>
<td>3.8 kW/l</td>
<td>2.9 kW/l</td>
<td>3.5 kW/l&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Peak efficiency</td>
<td>99.0 %</td>
<td>98.0 %</td>
<td>98.2 %</td>
</tr>
<tr>
<td>Full-load efficiency</td>
<td>99.0 %</td>
<td>97.9 %</td>
<td>97.5 %</td>
</tr>
</tbody>
</table>

<sup>a</sup> ISOP / 5 × 15 kW = 75 kW / 5 × 800 V = 4.0 kV / only one cell was built.
<sup>b</sup> ISOP / 5 × 5 kW = 25 kW / 5 × 760 V = 3.8 kV / all cells were built.
<sup>c</sup> Power density is estimated from the converter photography.

Fig. 1.12: (a) Measured efficiency curves for the realized prototype and two different single-cell converters taken from literature [83, 99]. (b) Measured efficiency curves for the realized prototype and two different multi-cell converters taken from literature [82, 196]. The realized prototype is labeled as (“ETHZ 25 kW”). The dashed lines represent extrapolated data.
For a better benchmark, only systems featuring similar ratings are compared. First, two single-cell DC-DC SSTs based on MV SiC MOSFETs are selected: a 20 kW system from the North Carolina State University (“NCSU 20 kW”) published in [99] and a 10 kW system from the North Carolina State University (“NCSU 10 kW”) published in [83]. In a second step, it is also interesting to compare the realized prototype with multi-cell systems, using LV switches (cf. Fig. 1.8(b)). The following multi-cell converters are considered: a 75 kW system from the Center for Power Electronics Systems at Virginia Tech (“CPES 75 kW”) published in [82] and a 25 kW datacenter power supply from Fuji Electric (“Fuji 25 kW”) published in [196]. The system designed in this thesis is labeled as (“ETHZ 25 kW”).

The key parameters of the different systems are summarized in Tab. 1.1 and Tab. 1.2. The measured efficiency curves are shown in Fig. 1.12. It can be seen that the achieved efficiency with the system of this thesis (99.0% at full-load) is significantly beyond the state-of-the-art. Moreover, the designed system features an extremely flat efficiency curve between 50% and 100% load. The reduced losses of the converter translate into a small cooling system, which implies that the realized system is more compact (3.8 kW/l, 62 W/in³, 2.9 kW/kg, and 1.3 kW/lb) than the benchmarked systems, despite the higher achieved efficiency. Furthermore, in terms of power density, the realized prototype is only marginally bulkier than water-cooled systems, which typically feature power densities of [4, 6] kW/l [25, 27, 205].

As expected, the modular structures feature higher switching frequencies due to the usage of LV semiconductors [103, 104]. Still, the realized single-cell prototype shows a slightly higher power density with twice lower losses. Nevertheless, the modular topologies could advantageously feature redundancy if the basic structure is accordingly extended (e.g., bypass switch, short-circuit breakers, and additional cells). For single-cell systems, such redundancy would require the parallel connection of individual SSTs. Finally, it should be noted that the system from Fuji Electric (“Fuji 25 kW”) achieves very good performance without using wide-bandgap semiconductors, which would not be possible with a single-cell structure.

### 1.8 List of Publications

Key insights presented in this thesis have already been published or will be published in international scientific journals, conference proceedings, or presented at workshops. The publications created as part of this thesis, or also in the scope of other related projects, are listed below.


1.8.1 Journal Papers


1.8.2 Conference Papers


1.8. List of Publications


1.8.3 Workshops and Seminars


1.8.4 Further Scientific Contributions


- D. Rothmund, G. Ortiz, T. Guillod, and J. W. Kolar, “10 kV SiC-Based Isolated DC-DC Converter for Medium-Voltage-Connected SSTs,” in
1.9 Thesis Outline

According to the goals and contributions mentioned above, the content of the thesis is divided into seven main chapters and conclusions. All the chapters can be read independently since the interdependencies have been reduced to the strict minimum.

- **Chapter 2** first defines the fundamental design equations of MF transformers. With this model, analytical expressions are derived for optimal MF transformers. Scaling laws are proposed for optimal transformers and the mapping between the design and performance space is analyzed. A 20 kW MF transformer operated with 600 V sinusoidal voltages is considered. This chapter is based on [22].

- **Chapter 3** presents and compares different models for computing the equivalent circuit of MF transformers. A statistical analysis is performed for assessing the impact of the model uncertainties and parameter tolerances. The presented methods are experimentally verified on a 20 kW MF transformer operated at 100 kHz inside a 400 V to 400 V SRC-DCX. This chapter is adapted from [125].

- **Chapter 4** proposes a numerical field simulation method for computing the current sharing and the losses of litz wires with imperfect twisting patterns. A simple analytical model of litz wire with imperfect twisting is also proposed. A 65 kW MF transformer operated at 7.5 kHz inside a SST is considered for the experimental verification. The chapter is based on [135].

- **Chapter 5** presents the optimization, design, construction, and measurement of the MV/MF transformer used inside the aforementioned 25 kW DC-DC converter demonstrator (cf. Fig. 1.11).

- **Chapter 6** analyzes the electric field patterns of MV/MF transformers subject to PWM voltages with fast switching transitions. The electrical insulation challenges and parasitic disturbances associated with the electric field are analyzed and shielding methods are compared. The 25 kW MF transformer utilized in the aforementioned DC-DC converter demonstrator (cf. Fig. 1.11) is considered. This chapter is based on [143].
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- **Chapter 7** investigates the dielectric losses of dry-type insulation material subject to PWM voltages with fast switching transitions. The modeling of dielectric losses in time and frequency domain is analyzed and analytical approximations are proposed for the dielectric losses under PWM voltages. The 25 kW MF transformer utilized in the aforementioned DC-DC converter demonstrator (cf. Fig. 1.11) is considered for the experimental verification. This chapter is adapted from [153,154].

- **Chapter 8** presents the modulation scheme of the aforementioned 25 kW SRC-DCX demonstrator (cf. Fig. 1.11). The advantages of the proposed ZVS phase shift modulation scheme (MCS-ZVS), compared to a classical modulation scheme using a passive rectifier, are highlighted. Finally, measurements on the realized DC-DC converter are shown. This chapter is based on [88,198].

- **Chapter 9** concludes the thesis and briefly summarizes the main contributions and key findings. In addition, an outlook on possible future research is provided.
Chapter Abstract

MF transformers are one of the fundamental building blocks of modern power electronic converters. The usage of increased frequencies leads to improved figures of merit (efficiency, volume, and mass) but also to design challenges and constraints. This chapter reviews the analytical modeling of MF transformers. More particularly, the mapping between the design space and the performance space is analyzed. It is found that wide regions of the design space are mapped to a narrow region in the performance space (flat optimum, design space diversity). Scaling laws are derived for optimal MF transformers operated at different power ratings and power densities, which provide a comprehensive and general insight on the achievable performances. In a next step, the results obtained with the analytical model are compared to numerical simulations. It is concluded that the derived scaling laws capture qualitatively and quantitatively the behavior of MF transformers, but should be used with caution for accurate design processes.

2.1 Introduction

LF power transformers are widely used for voltage transformation and galvanic isolation in electrical systems [15, 52, 55]. The performance of such LF transformers (efficiency, volume, and mass) is subject to fundamental physical limitations due to the saturation flux density of the core material, the (thermally) limited current density in the windings, and the cooling capabilities [15, 214].

MF transformers, where the operating frequency is used as an additional degree of freedom, can mitigate (with a reduced volt-second product applied
to the magnetic core) the impact of the aforementioned limitations [16, 17, 25, 64, 82, 143]. Fig. 2.1 illustrates the Pareto fronts of 50 Hz LF transformers and MF transformers for a 20 kW system. It can be seen that increasing the operating frequency allows for significant improvements in terms of power density and efficiency.

However, the usage of MF introduces new challenges: additional core losses (e.g., eddy currents in the core and magnetic relaxation), HF losses in the windings (e.g., skin and proximity effects), and parasitic resonances [16,17]. Moreover, MF transformers require power electronic converters, which are inverting and rectifying the voltages and currents at the desired operating frequency [25, 42, 64, 82, 163]. With Si IGBTs (or Si MOSFETs), the operating frequency of MF transformers is mainly limited by the switching losses of the inverter and rectifier stages. However, with newly available fast-switching SiC MOSFETs (or GaN HEMTs) power transistors, the complete design space of MF transformers can be used [82,113,143]. This implies that a detailed knowledge of the design procedure of MF transformers is required for realizing efficient, compact, and inexpensive MF transformers utilizing the full potential of modern semiconductors.

Multiple degrees of freedom are available for the design of MF transformers: frequency, winding type, winding geometry, core shape, core material, and cooling concept (cf. Section 1.6) [16,17,114]. These aspects are typically combined in order to obtain a full model, which allows for the optimization of MF transformers. Such models can be classified into three categories:

- **Full-analytical models** - The model is based on analytical equations and features a closed-form analytical solution [16–18, 20, 23, 25]. The approach is simple and features a clear physical interpretation. Nevertheless, the accuracy of full-analytical models is limited.

- **Semi-numerical models** - The model is based on analytical equations, but does not feature an explicit solution. The optimal design is obtained with numerical optimization (e.g., brute-force, gradient optimization, and genetic algorithm) [115,138,163–166]. Such numerical optimizations are accurate and reasonably fast. However, it is difficult to identify the mechanisms leading to the optimal design. Furthermore, the obtained results are specific to the given specifications and cannot be easily generalized.

- **Numerical models** - The MF transformer parameters are extracted from numerical field simulations (e.g., FEM simulations) [82,153,154]. However, such models are time-consuming (modeling complexity and com-
2.1. Introduction

Performance Space

Fig. 2.1: Comparison between the Pareto fronts of 50 Hz LF transformers and MF transformers for a 20 kW and 600 V (RMS) system. The LF transformers are constructed with solid copper wires and with grain oriented electrical steel cores (“ThyssenKrupp Powercore H 100-27”, 2.0 T saturation flux) [215]. The considered designs are constructed with litz wires (100 µm stranding) and ferrite cores (“TDK N97”, 300 mT saturation flux) [216].

putational cost) and only provide limited advantages compared to the semi-numerical approach [125]. Therefore, such models are usually not used for optimization processes.

Explicit analytical equations for the design of optimal MF transformers have been successfully given in [16,18,23,172]. Analytical scaling laws (scaling of the figures of merit of transformers with respect to a reference design) have been proposed for different power densities, efficiencies, and frequencies in [18,20,24,173]. The complexity of the mapping between the design space and the performance space can be seen in Fig. 2.1 (mapping of the operating frequency to the performance space) and has also been observed in [91,113,172]. However, to the knowledge of the author, all three aspects (optimal design, scaling laws, and performance space mapping) have not been brought together up to now, but would highlight the fundamental characteristics and limitations of MF transformers.

Therefore, this chapter examines the optimization and the scaling of MF transformers in detail and is organized as follows. Section 2.2 presents the chosen full-analytical MF transformer model. Section 2.3 shows which point in the design space is mapped to the optimal design and which regions are mapped to quasi-optimal designs (design space diversity). Moreover, scaling laws are derived for the optimal designs for different power densities, power ratings, temperature rises, and efficiencies. Section 2.4 applies the presented
methods to a 20 kW and 20 kW/l MF transformer. Section 2.5 successfully compares the results obtained with the full-analytical model with a more elaborate semi-numerical model. Finally, Section 2.6 highlights the limits of the full-analytical models and the corresponding scaling laws.

2.2 Full-Analytical Modeling

In this section, a full-analytical model of MF transformers is presented. The core losses, the winding losses, and the thermal limit are considered with simplified analytical models. Tab. 2.1 summarizes the variables used for describing the geometry and the operating conditions of the MF transformer. Tab. 2.2 describes the variables used for computing the losses and the temperature of the MF transformer.

2.2.1 Geometry and Operating Conditions

The MF transformer depicted in Fig. 2.2 is considered and features the most common design choices: E-core (without air gap) with a shell-type arrangement and litz wire windings (without interleaving). The boxed volume ($V_{\text{box}}$) together with the geometrical aspect ratios ($x_{cw}$, $x_c$, and $x_w$) defines uniquely the geometry of the MF transformer (cf. Fig. 2.2). For simplifying the design equations, a turns ratio of 1 : 1 is first selected. The volumetric ($\rho$) and gravimetric ($\gamma$) power densities are used as figures of merit for the geometry of the MF transformer:

\[
\rho = \frac{P}{V_{\text{box}}}, \quad (2.1)
\]
\[
\gamma = \frac{P}{m_{\text{tot}}}. \quad (2.2)
\]

The MF transformer is assumed to operate with sinusoidal currents and voltages. The apparent power of the transformer ($S$) can then be expressed with the help of the power factor and the active rated power:

\[
S = \frac{P}{\cos(\phi)} = I_{\text{RMS}}V_{\text{RMS}}. \quad (2.3)
\]

The aforementioned design choices have been selected since they represent the most typical operation condition of MF transformers [25,64,82,115,164]. Nevertheless, the presented method can be adapted to other MF transformer designs and operating conditions, without fundamentally changing the obtained results:
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**Tab. 2.1: Variable List: Geometry / Operation**

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_c$</td>
<td>Core cross section</td>
</tr>
<tr>
<td>$t_c$</td>
<td>Core limb width</td>
</tr>
<tr>
<td>$z_c$</td>
<td>Core depth</td>
</tr>
<tr>
<td>$V_c$</td>
<td>Core volume</td>
</tr>
<tr>
<td>$A_w$</td>
<td>Winding window cross section</td>
</tr>
<tr>
<td>$d_w$</td>
<td>Winding window width</td>
</tr>
<tr>
<td>$h_w$</td>
<td>Winding window height</td>
</tr>
<tr>
<td>$V_w$</td>
<td>Winding volume</td>
</tr>
<tr>
<td>$x_{cw}$</td>
<td>Ratio between $A_c$ and $A_w$</td>
</tr>
<tr>
<td>$x_c$</td>
<td>Ratio between $z_c$ and $2t_c$</td>
</tr>
<tr>
<td>$x_w$</td>
<td>Ratio between $h_w$ and $d_w$</td>
</tr>
<tr>
<td>$A_t$</td>
<td>Exposed area for cooling</td>
</tr>
<tr>
<td>$V_{tot}$</td>
<td>MF transformer boxed volume</td>
</tr>
<tr>
<td>$m_{tot}$</td>
<td>MF transformer mass</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of turns (both windings)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Volumetric power density</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Gravimetric power density</td>
</tr>
<tr>
<td>$P$</td>
<td>MF transformer active rated power</td>
</tr>
<tr>
<td>$S$</td>
<td>MF transformer apparent power</td>
</tr>
<tr>
<td>$\cos(\phi)$</td>
<td>MF transformer power factor</td>
</tr>
<tr>
<td>$f$</td>
<td>MF transformer operating frequency</td>
</tr>
<tr>
<td>$I_{RMS}$</td>
<td>MF transformer RMS current</td>
</tr>
<tr>
<td>$V_{RMS}$</td>
<td>MF transformer RMS voltage</td>
</tr>
</tbody>
</table>
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Tab. 2.2: Variable List: Losses / Thermal

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{pk}$</td>
<td>Core peak flux density</td>
</tr>
<tr>
<td>$k_c$ / $\alpha_c$ / $\beta_c$</td>
<td>Core Steinmetz parameters (empirical)</td>
</tr>
<tr>
<td>$f_{c,max}$</td>
<td>Max. frequency for the core</td>
</tr>
<tr>
<td>$B_{sat}$</td>
<td>Core saturation flux density</td>
</tr>
<tr>
<td>$\rho_c$</td>
<td>Core loss density</td>
</tr>
<tr>
<td>$P_c$</td>
<td>Core losses</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Vacuum permeability</td>
</tr>
<tr>
<td>$k_w$</td>
<td>Winding filling factor</td>
</tr>
<tr>
<td>$J_{RMS}$</td>
<td>Winding RMS current density</td>
</tr>
<tr>
<td>$d_s$</td>
<td>Winding strand diameter</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Winding copper conductivity</td>
</tr>
<tr>
<td>$a_w$</td>
<td>Proximity effect factor</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Skin depth</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>Winding loss density</td>
</tr>
<tr>
<td>$P_w$</td>
<td>Winding losses</td>
</tr>
<tr>
<td>$J_{RMS,max}$</td>
<td>Max. winding RMS current density</td>
</tr>
<tr>
<td>$h_t$</td>
<td>Surface convection coefficient</td>
</tr>
<tr>
<td>$k_t$ / $\nu_t$ / $\kappa_t$</td>
<td>Convection parameters (empirical)</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>Temperature rise (with respect to ambient)</td>
</tr>
<tr>
<td>$\Delta T_{max}$</td>
<td>Max temperature rise</td>
</tr>
<tr>
<td>$r_{cw}$</td>
<td>Ratio between $P_c$ and $P_w$</td>
</tr>
<tr>
<td>$r_w$</td>
<td>AC/DC winding resistance ratio</td>
</tr>
<tr>
<td>$P_l$</td>
<td>Total losses (core and windings)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>MF transformer efficiency</td>
</tr>
</tbody>
</table>
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MF Transformer Geometry

\[ A_c = 2 t_c z_c = \text{Core cross section} \]
\[ A_w = d_w h_w = \text{Winding cross section} \]
\[ A_t = \text{Exposed area for cooling} \]
\[ V_c = \text{Core volume} \]
\[ V_w = \text{Winding volume} \]
\[ V_{\text{tot}} = \text{MF transformer boxed volume} \]
\[ m_{\text{tot}} = \text{MF transformer mass} \]
\[ x_{cw} = A_c / A_w, \quad x_c = z_c / 2 t_c, \quad x_w = h_w / d_w \]

Fig. 2.2: Considered MF transformer geometry with E-core, shell-type arrangement, and without winding interleaving. The ratios \( x_{cw}, x_c, \) and \( x_w \) define the geometrical aspect ratios of the MF transformer.
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- **Transformer type** - Transformers with multiple windings (e.g., three-phase transformers) can be considered with small adaptations of the design equations [15, 18].

- **Core shape** - Other core shapes (e.g., ETD, RM, and U) can be used without any problem by adapting the relations shown in Fig. 2.2.

- **Winding type** - Windings composed of solid wires or foils can also be used with minor adaptations of the formulas used for the computations of the losses [17, 25]. Interleaving of the winding can also be considered [16, 17].

- **Turns ratio** - The turns ratio of the MF transformer can be adapted to change the voltage transformation ratio with a small impact on the design variables [18, 25].

- **Excitation** - Arbitrary (instead of sinusoidal) current and voltage waveforms can be considered with the models presented in [19, 128, 129].

### 2.2.2 Core and Winding Losses

The core losses of the MF transformer are computed with the GSE, where the lamination factor (if applicable) is included in the Steinmetz parameters [17, 128]. Then, the flux density \( B_{pk} \), the loss density \( p_c \), and the core losses \( P_c \) can be expressed:

\[
B_{pk} = \frac{\sqrt{2} V_{RMS}}{2\pi n f A_c}, \quad (2.4)
\]

\[
p_c = k_c f^{\alpha_c} B_{pk}^{\beta_c}, \quad (2.5)
\]

\[
P_c = V_c p_c, \quad (2.6)
\]

This model neglects the frequency and temperature dependences of the Steinmetz parameters [19, 136]. In addition, the following limitations (saturation flux and maximal operating frequency of the core material) apply to the aforementioned model:

\[
n > \frac{\sqrt{2} V_{RMS}}{2\pi f B_{sat} A_c} \iff B_{pk} < B_{sat}, \quad (2.7)
\]

\[
f < f_{c,\text{max}}. \quad (2.8)
\]
2.2. Full-Analytical Modeling

The winding losses of litz wire windings (shell-type arrangement) are computed with the asymptotic approximation of the proximity effect losses (without interleaving) [18, 23, 25, 129]. Then, the current density ($J_{\text{RMS}}$), the proximity effect factor ($a_w$), the skin depth ($\delta$), the loss density ($p_w$), and the winding losses ($P_w$) can be expressed as

$$J_{\text{RMS}} = \frac{2nI_{\text{RMS}}}{k_w A_w}, \quad (2.9)$$

$$a_w = \frac{1}{24} (\pi \mu_0 \sigma k_w d_w d_s)^2, \quad (2.10)$$

$$\delta = \frac{1}{\sqrt{\pi \sigma \mu_0 f}}, \quad (2.11)$$

$$p_w = (1 + a_w f^2) \frac{J_{\text{RMS}}^2}{\sigma}, \quad (2.12)$$

$$P_w = (V_{\text{w}} k_w) p_w. \quad (2.13)$$

This model neglects the temperature dependence of the winding losses, the exact placement of the wires, and the additional losses occurring when the skin depth reaches the strand diameter [125, 135]. The filling factor considers the packing of the strands (litz wire), the packing of the turns, and the insulation distances. The following limitations (maximal current density and skin depth) apply to the aforementioned model:

$$n < \frac{k_w A_w J_{\text{RMS,max}}}{I_{\text{RMS}}} \Leftrightarrow J_{\text{RMS}} < J_{\text{RMS,max}}, \quad (2.14)$$

$$f < \frac{1}{\pi \sigma \mu_0 d_s^2} \Leftrightarrow d_s < \delta. \quad (2.15)$$

From the core and winding losses, different figures of merit can be extracted. The ratio between the core and winding losses ($r_{cw}$), the ratio between the AC and DC winding resistances ($r_w$), the total MF transformer losses ($P_l$), and the efficiency ($\eta$) can be expressed as

$$r_{cw} = P_c/P_w, \quad (2.16)$$

$$r_w = 1 + a_w f^2, \quad (2.17)$$

$$P_l = P_w + P_c, \quad (2.18)$$

$$\eta = 1 - P_l/P. \quad (2.19)$$
2.2.3 Thermal Modeling

A thermal model is required for ensuring that the MF transformer is not operated beyond the thermal limit. However, complex thermal models [19, 25, 115, 138, 139] are not adapted for deriving scaling laws. A model based on the convection coefficient and the exposed area of the MF transformer [20, 23] has been selected. The convection coefficient \( h_t \) is obtained with a fit (temperature and exposed area dependences) of the empirical formulas provided in [17]:

\[
h_t = k_t \Delta T^{\nu_t} A_t^{\kappa_t}.
\]  

(2.20)

This model can be used to describe natural and/or forced convection processes. Heat conduction and radiation processes are neglected. Then, the temperature rise \( \Delta T \) and the corresponding thermal limit can be expressed as

\[
\Delta T = \frac{P_l}{h_t A_t} = \left( \frac{P_l}{k_t A_t^{1+\kappa_t}} \right)^{\frac{1}{1+\nu_t}},
\]  

\[
\Delta T < \Delta T_{\text{max}}.
\]  

(2.21)  

(2.22)

2.3 Optimization and Scaling Laws

In this section, the presented full-analytical model (cf. Section 2.2) is used to derive conditions for optimal designs. Furthermore, the properties of the optimal designs are analyzed for different frequencies, power densities, and power ratings.

2.3.1 Area Product

The area product (product of the core and winding window cross sections) is a common method for designing LF transformers [17, 20]. The area product and the corresponding impact on the transformer power rating can be expressed as

\[
A_c A_w = \frac{\sqrt{2} V_{\text{RMS}}}{2 \pi f n B_{pk}} \frac{2 n I_{\text{RMS}}}{k_w J_{\text{RMS}}} = \frac{\sqrt{2}}{\pi k_w B_{pk} J_{\text{RMS}} f} S.
\]  

(2.23)

For LF transformers, the core losses are low and the peak flux density \( B_{pk} \) can be set to the saturation flux density level \( B_{\text{sat}} \) and the current density \( J_{\text{RMS}} \) to the maximum value \( J_{\text{RMS, max}} \). Then, the area product represents a valuable
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**Fig. 2.3:** Transformer design space for different frequencies and numbers of turns, assuming a constant area product and/or core size. The design space limits (black and gray), the thermal limit (green), and the optimal designs (red) are shown.

The design equation for obtaining a first approximation of a LF transformer size and performance. The area product also indicates that the operation at an increased frequency will lead to more compact designs (cf. Section 1.2).

However, for MF transformers, the optimal flux and current densities can be significantly lower than the maximum values [23–25]. This is due to the increased core losses (parameter $\alpha_c$) and the proximity effect losses in the windings (parameter $\alpha_w$). This implies that the area product cannot be directly used for designing MF transformers. Nevertheless, the area product still represents an upper bound for MF transformers, which can be useful as a starting point during the design process.

#### 2.3.2 Optimal MF Design

With the aforementioned models (cf. Section 2.2), it is possible to derive a closed-form solution for optimal MF transformers [18,25]. However, several assumptions are required for obtaining a simple solution:

- The power rating, power factor, and voltage level ($P$, $\cos(\phi)$, and $V_{\text{RMS}}$) are fixed. Therefore, it is accepted that the reactive power is not strongly dependent on the leakage and magnetizing inductances of the different
designs. This is the case for MF transformers with high magnetic coupling factors.

- The geometry is fixed ($V_{\text{box}}$, $x_{\text{cw}}$, $x_c$, and $x_w$). This corresponds to a specific magnetic core size.

- The core material ($B_{\text{sat}}$, $k_c$, $\alpha_c$, and $\beta_c$) and the winding stranding ($J_{\text{RMS,max}}$, $k_w$, $\sigma$, and $d_s$) are selected, i.e. not variable.

- The number of turns ($n$) is accepted to be a continuous (non-discrete) variable. The winding filling factor is independent of the number of turns and the exact packing pattern of the turns is not considered.

With these assumptions, the only remaining degrees of freedom are the operating frequency ($f$) and the number of turns ($n$). This design space is constrained by the saturation flux density (cf. (2.7)), the current density (cf. (2.14)), and the maximum frequency (cf. (2.8) and (2.15)). Fig. 2.3 shows the resulting design space. With the presented models, the MF transformer losses can be expressed as

$$P_c (f, n) = C_c f^{\alpha_c - \beta_c} n^{-\beta_c}, \quad (2.24)$$

$$P_w (f, n) = C_w (1 + a_w f^2) n^2, \quad (2.25)$$

$$P_l (f, n) = P_c (f, n) + P_w (f, n), \quad (2.26)$$

where the following constants are defined:

$$C_c = (k_c V_c) \left( \frac{\sqrt{2} V_{\text{RMS}}}{2\pi A_c} \right)^{\beta_c}, \quad (2.27)$$

$$C_w = \frac{V_{\text{RMS}}^2}{\sigma k_w A^2_w}. \quad (2.28)$$

Now, the optimal number of turns for a given frequency ($n_{\text{opt}}$) and the optimal frequency ($f_{\text{opt}}$) for a given number of turns can be calculated (cf. Fig. 2.3). The following expressions can be derived with partial derivatives:

$$\frac{\partial P_1 (f, n)}{\partial n} = 0 \Rightarrow n_{\text{opt}} (f) = \left( \frac{C_c \beta_c f^{\alpha_c - \beta_c}}{2C_w (1 + a_w f^2)} \right)^{\frac{1}{\alpha_c - \beta_c}}, \quad (2.29)$$

$$\frac{\partial P_1 (f, n)}{\partial f} = 0 \Rightarrow f_{\text{opt}} (n) = \left( \frac{2C_w a_w n^{2+\beta_c}}{C_c (\beta_c - \alpha_c)} \right)^{\frac{1}{\alpha_c - \beta_c}}. \quad (2.30)$$
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It should be noted that the optimal frequency \( f_{\text{opt}} \) only exists if \( \beta_c > \alpha_c \), which is almost always respected for core materials operated with typical frequencies. For \( \beta_c = \alpha_c \), the optimal frequency would be zero, and all the designs would be operated at the saturation limit [24]. The optimal number of turns \( (n_{\text{opt}}) \) can be very low or very high, which can lead to practical problems for the construction of the windings. However, the number of turns can be adapted by changing the core geometrical aspect ratios, i.e. the ratio between the core \( (A_c) \) and winding \( (A_w) \) areas (cf. Fig. 2.2).

The intersection between \( n_{\text{opt}} \) and \( f_{\text{opt}} \) represents the global optimum (gradient of the loss function is zero) and can be expressed as (cf. Fig. 2.3)

\[
f_{\text{opt},0} = \sqrt{\frac{\beta_c - \alpha_c}{\alpha_c a_w}}, \quad n_{\text{opt},0} = n_{\text{opt}} \left( f_{\text{opt},0} \right).
\]

This implies that beyond \( f_{\text{opt},0} \), the increase of the proximity effect losses in the windings exceeds the reduction of the core losses. The designs with the optimal number of turns feature the following property between the core and winding losses (at any frequency as long as the saturation flux, maximum current density, and maximum frequency are not reached) [18,23,25]:

\[
n = n_{\text{opt}} (f) \Rightarrow r_{cw} = \frac{2}{\beta_c}.
\]

The global optimum, additionally, features a specific ratio between the AC and DC winding resistances [18,23,25]:

\[
(f = f_{\text{opt},0}) \land (n = n_{\text{opt},0}) \Rightarrow \left( r_w = \frac{\beta_c}{\alpha_c} \right) \land \left( r_{cw} = \frac{2}{\beta_c} \right).
\]

The global optimum can be situated outside the design space, especially for designs with large power densities. Then, the feasible optimum will be located at the boundary of the design space, typically at the core saturation limit. Furthermore, the thermal limit is also restricting the valid designs around the global optimum (cf. Fig. 2.3). However, MF transformers are typically operated below the saturation, frequency, and current density limits [25,64,82,163] and, therefore, the derived optimum can be used. Hence, the nature of this global optimum is analyzed in more details in the next subsection.

2.3.3 Frequency Diversity

In the design space shown in Fig. 2.3, all the designs with an optimal number of turns \( (n_{\text{opt}}, \text{as long the saturation flux is not reached}) \) are considered for
Fig. 2.4: (a) Definition of the frequency diversity (cf. (2.34)) with reference to global optimum (cf. (2.33)). For the different frequencies ($f_{\text{opt}} \neq f_{\text{opt},0}$), the respective optimal number of turns ($n_{\text{opt}} \neq n_{\text{opt},0}$) is considered, as long the saturation flux is not reached ($B_{pk} < B_{sat}$). (b) Obtained frequency diversity (cf. (2.35)) considering a typical range of Steinmetz parameters.

different frequencies. This restriction is accepted since there are no reasons to build a MF transformer with a non-optimal number of turns. By contrast, it can be desirable to select an operating frequency below $f_{\text{opt},0}$ (e.g., switching losses of the semiconductors and EMI issues). The impact of the selection of a sub-optimal operating frequency can be described with the following equation:

$$
\epsilon = \max \left\{ \frac{P_1(f, n_{\text{opt}})}{P_1(f_{\text{opt},0}, n_{\text{opt},0})} - 1 \right\}, \quad \text{with} \quad \frac{f_{\text{opt},0}}{f} < \xi, \quad (2.34)
$$

where $\xi$ represents the allowed relative deviation compared to the optimal frequency ($f_{\text{opt},0}$) and $\epsilon$ the corresponding relative impact on the losses, as illustrated in Fig. 2.4(a).

The resulting characteristic of the losses curve is rather flat with respect to frequency ($f < f_{\text{opt},0}$) as long as the saturation flux is not reached ($n_{\text{opt}}$ is located inside the design space). As soon as $n_{\text{opt}}$ crossed the saturation limit, the number of turns should be selected with respect to the saturation limit (and not anymore with $n_{\text{opt}}$). This leads to a rapid increase of the winding losses and the optimal ratios between the core and winding losses (cf. (2.32)) cannot be anymore achieved. Therefore, at the saturation limit, the total losses are rapidly increasing.

The aforementioned equation can be solved analytically if all the designs are located inside the design space limitations ($n_{\text{opt}}$ is not limited by the
saturation flux), which is the case for typical MF transformer designs. This leads to

\[
\epsilon = \left( \frac{1}{\xi^2} \right)^{\frac{\alpha_c}{\beta_c}} \left( \frac{\beta_c - \alpha_c (1 - \xi^2)}{\beta_c} \right)^{\frac{\beta_c}{\beta_c}} - 1, \quad (2.35)
\]

where it should be noted that the solution of the equation is only dependent on \( \alpha_c, \beta_c, \) and \( \xi \). Therefore, the solution can be evaluated numerically for a range of Steinmetz parameters covering typical core materials \([17, 21, 216–221]\).

Fig. 2.4(b) shows the obtained results. It can be observed that frequencies significantly below \( f_{opt,0} \) can be selected with a minor impact on the efficiency. For example, with half of the optimal frequency \( (\xi = 2) \), the losses are, at most, only 15% higher than the global optimum. It can be concluded that the MF transformer loss curve is always flat around \( f_{opt,0} \). This implies that the optimum \( (f_{opt,0}) \) should be considered carefully for converter designs. A small amount of frequency-dependent losses in the converter (e.g., switching losses of the semiconductors) can significantly shift down the optimal operating frequency of the complete converter with respect to the MF transformer optimum. Due to the flat optimum, model uncertainties and parameter tolerances can also significantly shift the value of the optimal operating frequency (cf. Chapter 3) \([125]\).

Nevertheless, if the selected operating frequency is significantly below \( f_{opt,0} \), this indicates that a less expensive core material and litz wire could be selected with a minor impact on the achieved performance. Moreover, the optimal frequency \( (f_{opt,0}) \) is interesting for examining the fundamental design limitations of power converters. This holds particularly true with modern SiC and GaN transistors, where the magnetic components often limit the achievable efficiency and power density \([113]\). Therefore, scaling laws are derived for the optimal MF transformer \( (f_{opt,0} \) and \( n_{opt,0} \)) in the next subsection.

### 2.3.4 Scaling Laws

The scaling of MF transformers is considered for different power ratings \( (P) \) and power densities \( (\rho) \) \([20, 173]\). Different hypotheses are made in order to obtain simple and general scaling laws:

- The power factor and voltage levels \( (\cos(\phi), \) and \( V_{RMS} \)) are fixed. The power rating is scaled with the current. However, the impedance of the MF transformer (ratio between \( V_{RMS} \) and \( I_{RMS} \)) has only a minor impact on the derived scaling laws.
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- The volume (or power density) of the MF transformer is scaled with fixed geometrical aspect ratios \((x_{cw}, x_c, \text{ and } x_w)\).

- The core material \((B_{sat}, k_c, \alpha_c, \text{ and } \beta_c)\) and the winding stranding \((J_{RMS,\text{max}}, k_w, \sigma, \text{ and } d_s)\) are fixed.

- The number of turns \((n)\) is accepted to be a continuous (non-discrete) variable. The winding filling factor is independent of the number of turns, the power rating, and the power density.

- The global optimum is considered for all the designs \((f_{opt,0} \text{ and } n_{opt,0})\). It is accepted that the global optimum is located inside (and not at the boundary) of the design space (cf. Fig. 2.3), which is the case for typical MF transformer designs.

With the aforementioned hypotheses, it is possible to derive analytical scaling laws for the power density \((\rho)\) and the power rating \((P)\):

\[
\frac{\text{FOM}}{\text{FOM}_{\text{ref}}} = \left(\frac{\rho}{\rho_{\text{ref}}}\right)^{\lambda} \left( f = f_{opt,0} \land n = n_{opt,0} \right), \quad (2.36)
\]

\[
\frac{\text{FOM}}{\text{FOM}_{\text{ref}}} = \left(\frac{P}{P_{\text{ref}}}\right)^{\lambda} \left( f = f_{opt,0} \land n = n_{opt,0} \right), \quad (2.37)
\]

where \(\rho_{\text{ref}}\) and \(P_{\text{ref}}\) represents the reference design and \(\lambda\) the scaling exponent. Each figure of merit, FOM, can be scaled with respect to the reference value, FOM\(_{\text{ref}}\). The following figures of merit are considered: the power rating \((P)\), the volumetric power density \((\rho)\), the gravimetric power density \((\gamma)\), the temperature rise \((\Delta T)\), the loss fraction \((1 - \eta)\), the frequency \((f_{opt,0})\), the number of turns \((n_{opt,0})\), the peak flux density \((B_{pk})\), the current density \((J_{RMS})\), the AC/DC winding resistance ratio \((r_w)\), and the ratio between the core and winding losses \((r_{cw})\). It should be noted that simple exponential scaling laws only exist due to the special properties of the global optimum (cf. (2.33)).

There are several ways of scaling a MF transformer for different power ratings and power densities. However, in order to give meaningful results, certain parameters (i.e. figures of merit) should be kept constant, as shown in Fig. 2.5(a) [20]:

- \(P = \text{const.} \) - The power rating of the MF transformer is constant and the power density is scaled (cf. (2.36)).

- \(\rho = \text{const.} \) - The power density of the MF transformer is constant and the power rating is scaled (cf. (2.37)).
Fig. 2.5: (a) Scaling of MF transformers for different power ratings ($P$) and power densities ($\rho$) with characteristics for constant power rating, constant power density, constant temperature rise, and constant efficiency. For the scaling, the global optimum (cf. (2.33)) is considered with a given set of (constant) parameters for the core material ($\alpha_c$ and $\beta_c$) and the heat transfer mechanism ($\nu_t$ and $\kappa_t$). (b) Considered parameter ranges and assumptions for Tab. 2.3, Tab. 2.4, Tab. 2.5, and Tab. 2.6.

- $\eta = \text{const.}$ - The power rating of the MF transformer is scaled with a constant efficiency (cf. (2.37)).

- $\Delta T = \text{const.}$ - The power rating of the MF transformer is scaled with a constant temperature rise (cf. (2.37)).

Exact analytical solutions exist for the scaling coefficients ($\lambda$). The solutions only depend on the empirical parameters $\alpha_c$, $\beta_c$, $\nu_t$, and $\kappa_t$. For extracting general statements, the scaling coefficients are extracted for all the parameter combinations occurring for typical core materials and convective heat transfer mechanisms, cf. Fig. 2.5(b) [17, 21, 216–221]. The power rating of the MF transformer is scaled with a constant voltage. However, it should be noted that all the parameters, except the number of turns ($n_{opt,0}$), are independent of the impedance of the MF transformer (ratio between $V_{RMS}$ and $I_{RMS}$).

Tab. 2.3 shows the scaling coefficients for a constant power rating ($P = \text{const.}$). For increasing power densities, the frequency, and temperature rise are increasing, until the thermal limit is reached. The loss fraction is slowly increasing with the power density, indicating that the Pareto front is flat with respect to the power density.

Tab. 2.4 depicts the scaling coefficients for a constant power density ($\rho = \text{const.}$). For increasing power ratings, the temperature rise is increasing while the frequency is decreasing. The loss fraction is also slowly decreasing with
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**Tab. 2.3:** Scaling Coeff. / $P = \text{const.} / \rho = \text{var.}$

<table>
<thead>
<tr>
<th>FOM</th>
<th>Coeff. ($\lambda$)</th>
<th>Range ($\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1</td>
<td>[+1.00, +1.00]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
<td>[+1.00, +1.00]</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>$\frac{2\alpha_c + 5\beta_c + 4\kappa_1 + 2\beta_c \kappa_1 - 2}{3(\beta_c + 2)(n+1)}$</td>
<td>[+0.61, +1.08]</td>
</tr>
<tr>
<td>$1 - \eta$</td>
<td>$\frac{2\alpha_c + 3\beta_c - 6}{3\beta_c + 6}$</td>
<td>[+0.20, +0.42]</td>
</tr>
<tr>
<td>$f_{\text{opt}, 0}$</td>
<td>$\frac{1}{3}$</td>
<td>[+0.33, +0.33]</td>
</tr>
<tr>
<td>$n_{\text{opt}, 0}$</td>
<td>$\frac{\alpha_c + \beta_c - 4}{3\beta_c + 6}$</td>
<td>[−0.07, +0.04]</td>
</tr>
<tr>
<td>$B_{\text{pk}}$</td>
<td>$\frac{6 - \alpha_c}{3\beta_c + 6}$</td>
<td>[+0.29, +0.40]</td>
</tr>
<tr>
<td>$J_{\text{RMS}}$</td>
<td>$\frac{\alpha_c + 3\beta_c}{3\beta_c + 6}$</td>
<td>[+0.60, +0.71]</td>
</tr>
<tr>
<td>$r_w$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$r_{cw}$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
</tbody>
</table>

**Tab. 2.4:** Scaling Coeff. / $\rho = \text{const.} / P = \text{var.}$

<table>
<thead>
<tr>
<th>FOM</th>
<th>Coeff. ($\lambda$)</th>
<th>Range ($\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$P$</td>
<td>1</td>
<td>[+1.00, +1.00]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>$\frac{\beta_c - 2\alpha_c - 4\kappa_1 - 2\beta_c \kappa_1 + 2}{3(\beta_c + 2)(n+1)}$</td>
<td>[+0.03, +0.30]</td>
</tr>
<tr>
<td>$1 - \eta$</td>
<td>$\frac{-2\alpha_c}{3\beta_c + 6}$</td>
<td>[−0.30, −0.17]</td>
</tr>
<tr>
<td>$f_{\text{opt}, 0}$</td>
<td>$\frac{-1}{3}$</td>
<td>[−0.33, −0.33]</td>
</tr>
<tr>
<td>$n_{\text{opt}, 0}$</td>
<td>$\frac{-\alpha_c - \beta_c - 2}{3\beta_c + 6}$</td>
<td>[−0.48, −0.42]</td>
</tr>
<tr>
<td>$B_{\text{pk}}$</td>
<td>$\frac{\alpha_c}{3\beta_c + 6}$</td>
<td>[+0.08, +0.15]</td>
</tr>
<tr>
<td>$J_{\text{RMS}}$</td>
<td>$\frac{-\alpha_c}{3\beta_c + 6}$</td>
<td>[−0.15, −0.08]</td>
</tr>
<tr>
<td>$r_w$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$r_{cw}$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
</tbody>
</table>
2.3. Optimization and Scaling Laws

Tab. 2.5: Scaling Coeff. / $\eta = \text{const.} / P = \text{var.}$

<table>
<thead>
<tr>
<th>FOM</th>
<th>Coeff. ($\lambda$)</th>
<th>Range ($\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 - \eta$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$P$</td>
<td>1</td>
<td>[+1.00, +1.00]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$\frac{2\alpha_c}{2\alpha_c+3\beta_c-6}$</td>
<td>[+0.50, +1.00]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\frac{2\alpha_c}{2\alpha_c+3\beta_c-6}$</td>
<td>[+0.50, +1.00]</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>$\frac{2\alpha_c+\beta_c+4\kappa_{1}-2\beta_c\kappa_{1}-2}{(\nu+1)(2\alpha_c+3\beta_c-6)}$</td>
<td>[+0.56, +1.00]</td>
</tr>
<tr>
<td>$f_{\text{opt},0}$</td>
<td>$\frac{2-\beta_c}{2\alpha_c+3\beta_c-6}$</td>
<td>[−0.17, −0.00]</td>
</tr>
<tr>
<td>$n_{\text{opt},0}$</td>
<td>$\frac{2-\beta_c-\alpha_c}{2\alpha_c+3\beta_c-6}$</td>
<td>[−0.50, −0.42]</td>
</tr>
<tr>
<td>$B_{\text{pk}}$</td>
<td>$\frac{\alpha_c}{2\alpha_c+3\beta_c-6}$</td>
<td>[+0.25, +0.50]</td>
</tr>
<tr>
<td>$J_{\text{RMS}}$</td>
<td>$\frac{\alpha_c}{2\alpha_c+3\beta_c-6}$</td>
<td>[+0.25, +0.50]</td>
</tr>
<tr>
<td>$r_{w}$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$r_{cw}$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
</tbody>
</table>

the power rating, implying that high power MF transformers are intrinsically more efficient but difficult to cool down.

Tab. 2.5 shows the scaling coefficients for a constant efficiency ($\eta = \text{const.}$). For increasing power ratings, the power density is increasing while the frequency is decreasing. The temperature rise is also increasing, which implies that high power designs are hitting the thermal limit. This is due to the reduction of the ratio between the surface area ($A_h$) and the volume ($V_{\text{tot}}$) for large MF transformers.

Tab. 2.6 shows the scaling coefficients for a constant temperature rise ($\Delta T = \text{const.}$). For increasing power ratings, the power density and the frequency are decreasing. The loss fraction is decreasing, implying that high power MF transformers should be efficient for staying thermally feasible. The same trend can also be observed for LF transformers [15, 214].

General trends can be identified independently of the chosen core material and convective cooling mechanisms (cf. Fig. 2.5(b)). The following conclusions are drawn from the scaling laws. Compact designs are running with higher frequencies, temperature rises, flux densities, and current densities but feature limited efficiencies. High power designs feature lower frequencies and higher efficiencies but limited cooling capabilities.
Tab. 2.6: Scaling Coeff. / $\Delta T = \text{const.} / P = \text{var.}$

<table>
<thead>
<tr>
<th>FOM</th>
<th>Coeff. ($\lambda$)</th>
<th>Range ($\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta T$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$P$</td>
<td>1</td>
<td>[+1.00, +1.00]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$\frac{2\alpha_c-\beta_c+4\kappa_1+2\beta_c\kappa_1-2}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.36, -0.03]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\frac{2\alpha_c-\beta_c+4\kappa_1+2\beta_c\kappa_1-2}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.36, -0.03]</td>
</tr>
<tr>
<td>$1-\eta$</td>
<td>$\frac{2\beta_c\kappa_1-\beta_c-4\kappa_1-2\alpha_c+2}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.36, -0.22]</td>
</tr>
<tr>
<td>$f_{\text{opt},0}$</td>
<td>$\frac{-2\beta_c}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.45, -0.34]</td>
</tr>
<tr>
<td>$n_{\text{opt},0}$</td>
<td>$\frac{-2-2\beta_c-4\kappa_1-2\alpha_c}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.48, -0.41]</td>
</tr>
<tr>
<td>$B_{pk}$</td>
<td>$\frac{2\alpha_c+4\kappa_1-2}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.05, +0.14]</td>
</tr>
<tr>
<td>$J_{RMS}$</td>
<td>$\frac{\beta_c(2\kappa_1-1)}{2\alpha_c+5\beta_c+4\kappa_1+2\beta_c\kappa_1-2}$</td>
<td>[-0.32, -0.17]</td>
</tr>
<tr>
<td>$r_w$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
<tr>
<td>$r_{cw}$</td>
<td>0</td>
<td>[+0.00, +0.00]</td>
</tr>
</tbody>
</table>

Scaling laws can also be derived for a fixed frequency (different from $f_{\text{opt},0}$) and for designs at the saturation limit. However, for obtaining simple scaling coefficients (cf. (2.36) and (2.37)), additional assumptions on $r_w$ and/or $r_{cw}$ are necessary [173]. Furthermore, it is difficult to draw general conclusions from scaling laws with sub-optimal designs. Therefore, only the scaling of optimal designs ($f_{\text{opt},0}$ and $n_{\text{opt},0}$) is considered in the following.

### 2.4 Analytical Results

In this section, the aforementioned optimum, frequency diversity, and scaling laws are applied to a specific MF transformer design. The reference design features the following ratings: $P = 20$ kV, $\rho = 20$ kW/l, and $V_{RMS} = 600$ V. It should be noted that these ratings differ from the MV/MF transformer used for SST demonstrator presented in Subsection 1.7.2. The choice of a LV/MF transformer has been made for this analysis for obtaining the intrinsic limitations of MF transformers, without including electrical insulation constraints, which are extremely specific to MV/MF transformers.
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Tab. 2.7: MF Transformer Parameters (cf. Fig. 2.2)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>( \cos(\phi) = 0.85 ) / ( V_{\text{RMS}} = 600 \text{~V} ) / ( x_{cw} = 1.5 ) / ( x_c = 1.5 ) / ( x_w = 5.0 )</td>
</tr>
<tr>
<td>Core</td>
<td>“TDK N97” / ( k_c = 1.35 ) / ( \alpha_c = 1.44 ) / ( \beta_c = 2.46 ) / ( f_{c,\text{max}} = 700 \text{kHz} ) / ( B_{\text{sat}} = 300 \text{mT} )</td>
</tr>
<tr>
<td>Winding</td>
<td>Litz Wire / ( k_w = 25% ) / ( d_s = 100 \mu\text{m} ) / ( \sigma = 46 \text{MS} ) / ( J_{\text{RMS, max}} = 8.0 \text{A/mm}^2 )</td>
</tr>
<tr>
<td>Thermal</td>
<td>( k_t = 12.0 ) / ( \nu_t = +0.09 ) / ( \kappa_t = -0.11 ) / ( \Delta T_{\text{max}} = 100 \degree \text{C} )</td>
</tr>
</tbody>
</table>

2.4.1 Considered Parameters

An E-core based MF transformer with shell-type arrangement is considered (cf. Fig. 2.2). The key parameters are summarized in Tab. 2.7. A “TDK N97” ferrite core is selected where the Steinmetz parameters are extracted with a least square fit of the losses \( T = 70 \degree \text{C}, B_{pk} \in [25, 150] \text{mT}, \text{and } f \in [50, 200] \text{kHz} \) \cite{[216]}. The winding is composed of litz wires with 100 \( \mu\text{m} \) strands. The filling factor of 25\% considers the filling factor of the litz wire itself, the filling factor of the turns, and the insulation distances to the core. The convection coefficient parameters are fitted for the chosen geometry with an air speed of 3 m/s with the formula presented in \cite{[17]}.

2.4.2 Optimal Design

Fig. 2.6 depicts the obtained design space (cf. Fig. 2.3) for \( P = 20 \text{~kW} \) and \( \rho = 20 \text{~kW/l} \). The core losses are diminishing with increasing number of turns and/or frequencies (volt-second product), as shown in Fig. 2.7. On the contrary, the winding losses are increasing with increasing number of turns (current density) and/or frequencies (proximity effect), as shown Fig. 2.8. Therefore, an optimum exists and has the following characteristics: \( f_{opt,0} = 86 \text{kHz}, n_{opt,0} = 10.5, B_{pk} = 84 \text{mT}, J_{\text{RMS}} = 2.9 \text{A/mm}^2, r_w = 1.71, r_{cw} = 0.81, \gamma = 6.4 \text{~kW/kg} \).
Fig. 2.6: Total losses of a 20 kW and 20 kW/1 MF transformer (cf. Tab. 2.7) for different frequencies and numbers of turns. The design space limits (black and gray), the thermal limit (green), and the optimal designs (red) are highlighted.

Fig. 2.7: Core losses of a 20 kW and 20 kW/1 MF transformer (cf. Tab. 2.7) for different frequencies and numbers of turns. The design space limits (black and gray), the thermal limit (green), and the optimal designs (red) are highlighted.
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![Design Space / $P_w$](image)

**Fig. 2.8:** Winding losses of a 20 kW and 20 kW/1 MF transformer (cf. Tab. 2.7) for different frequencies and numbers of turns. The design space limits (black and gray), the thermal limit (green), and the optimal designs (red) are highlighted.

$\Delta T = 41^\circ$C, and $\eta = 99.76\%$. It can be seen that the optimal design is located far away from the design space limits (saturation flux, maximum current density, maximum frequency, and thermal limit).

### 2.4.3 Frequency Diversity

Fig. 2.9(a) shows the design space for $P = 20$ kW and different power densities and frequencies. The optimal number of turns ($n_{\text{opt}}$, as long the saturation flux is not reached) is considered for all the designs. It can be seen that all the optimal designs ($f_{\text{opt},0}$) are not restricted by the saturation flux, maximum current density, or maximum frequency. This means that the optimum derived in Subsection 2.3.2 can be used. The efficiency is rapidly dropping for designs operated at the saturation flux (cf. Fig. 2.4).

The frequency diversity presented in Subsection 2.3.3 can be observed in Fig. 2.9(b) where the Pareto fronts are shown for $f < f_{\text{opt},0}$. As expected (cf. Fig. 2.4(b)), frequencies well below $f_{\text{opt},0}$ can be chosen with a minor impact on the efficiency: $\epsilon = 11\%$ for $\xi = 2$ and $\epsilon = 26\%$ for $\xi = 3$ (cf. (2.35)).

### 2.4.4 Scaling Laws

Fig. 2.10 depicts the scaling of the aforementioned MF transformer for different power ratings and power densities (cf. Subsection 2.3.4). All the designs are
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Fig. 2.9: (a) Design space for different frequencies and power densities. (b) Pareto front for \( f < f_{\text{opt},0} \). The design space limits (black), the thermal limit (green), and the optimal designs (red) are shown. The optimal number of turns (\( n_{\text{opt}} \), as long the saturation flux is not reached) is considered for all the designs. The power rating is fixed to 20 kW.
Fig. 2.10: Scaling of MF transformers for different power ratings ($P$) and power densities ($\rho$). Scaling of (a) the frequency, (b) the number of turns, (c) the efficiency, and (d) the temperature rise. All the designs are operated with the optimal frequency and the optimal number of turns ($f_{\text{opt,0}}$ and $n_{\text{opt,0}}$).
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Fig. 2.11: (a) Pareto fronts and (b) operating frequencies for different core materials and winding strandings. All the designs are operated with the optimal frequency and the optimal number of turns \( f_{\text{opt},0} \) and \( n_{\text{opt},0} \). The power rating is fixed to 20 kW.

operated with the optimal frequency and the optimal number of turns \( f_{\text{opt},0} \) and \( n_{\text{opt},0} \). The scaling trajectories are shown for constant power rating, constant power density, constant temperature rise, and constant efficiency around the following reference design: \( P_{\text{ref}} = 20 \text{ kW} \) and \( \rho_{\text{ref}} = 20 \text{ kW/l} \).

The general conclusions drawn in Subsection 2.3.4 are verified: the compact designs are operated at higher frequencies, but have reduced efficiencies. High power designs are featuring higher efficiencies and reduced frequencies but also limited cooling capabilities.

### 2.4.5 Core Material and Winding Stranding

The Pareto front obtained with the defined parameters (cf. Fig. 2.9(b)) can be pushed by changing the core material and the stranding of the windings (all the other parameters remains unchanged, cf. Tab. 2.7). The following core materials are considered: a low performance ferrite (“TDK N27”), a high performance ferrite (“TDK N97”), a nanocrystalline material (“VAC VITROPERM 500F”), and an amorphous material (“Metglas 2605SA1”) [21, 216–218]. The strand diameter is chosen between 50 µm, 100 µm, and 200 µm. All the designs are operated with the optimal frequency and the optimal number of turns \( f_{\text{opt},0} \) and \( n_{\text{opt},0} \).

Fig. 2.11 shows the obtained Pareto fronts with the corresponding optimal operating frequencies for \( P = 20 \text{ kW} \). It should be noted that all the designs
(until the thermal limit) are not limited by the saturation flux, maximum current density, and maximum frequency. Logically, the designs with fine strands are operated at higher frequencies (cf. (2.31)). The designs with the ferrite materials feature comparable operating frequencies ($\beta_c - \alpha_c$ difference is similar, cf. (2.31)). However, the designs based on the N97 ferrite material are more efficient compared to the designs using the N27 ferrite. The designs with an amorphous core feature low operating frequencies but also low efficiencies. The MF transformers with a nanocrystalline core feature high efficiencies with reduced operating frequencies ($\beta_c - \alpha_c$ difference is small) and, therefore, represent an interesting alternative.

It can be concluded that that the choice of the core material and the winding stranding are interconnected. Designs with large $\beta_c - \alpha_c$ differences and reduced $d_s$ are operated at higher frequencies (cf. (2.31)) and feature a reduced $B_{pk}/J_{alt,RMS}$ product (cf. (2.23)). However, high optimal operating frequencies do not directly imply high efficiencies. This last statement is highlighted by comparing the N27 ferrite and the nanocrystalline materials in Fig. 2.11.

### 2.5 Numerical Verification

The full-analytical model presented in Section 2.2 and the optimum derived in Section 2.3 are subject to several simplifications. In this section, the results obtained with the full-analytical model (cf. Section 2.4) are verified with a more elaborate semi-numerical model.

#### 2.5.1 Semi-Numerical Model

A semi-numerical model of MF transformers, which is based on the analysis presented in [19,25,115,138], is considered. The following effects and limitations are taken into account:

- **Geometry** - An discrete (integer) number of turns is considered with the exact packing pattern of the turns. The insulation distances (between the turns and to the core) are taken into account.

- **Core losses** - The flux density, frequency, and temperature dependences of the core losses are considered with a loss map [19,128].

- **Winding losses** - The winding losses are computed with the exact packing pattern of the turns and the temperature dependence is taken into account [19,138].
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- **Thermal model** - A complex thermal model is used where the heat conduction, natural convection, forced convection, and radiation mechanisms are considered. The cross-coupling between the losses and the temperature distribution is taken into account [17, 91, 115, 138].

- **Insulation design** - The stress in the insulation (electric field and dielectric losses) is computed [153, 154]. Designs with too large electric field values are excluded.

- **Equivalent circuit** - The effect of the magnetizing and leakage inductances on the applied waveforms is also taken into account [125].

- **Parasitic resonances** - The effect of the open-circuit and short-circuit resonances on the MF transformer operation is investigated. [17, 156]. Designs with critically low resonance frequencies are excluded.

This semi-numerical model is based on analytical equations, but does not feature an analytical solution. Most important, the computation cost for a single design is reasonable: less than 5k FLOPs [222]. Nevertheless, such a model leads to a multi-variable, multi-constrained, mixed-integer, and non-linear optimization problem. Therefore, the optimization problem should be solved with a numerical solver. In the following, the computations methods listed below are compared:

- **Full-analytical** - The presented full-analytical model (cf. Section 2.2) is considered. The derived analytical optimum and scaling laws (cf. Section 2.3) are used.

- **Semi-numerical / fixed ratios** - The semi-numerical method is used with fixed geometrical aspect ratios ($x_{cw}$, $x_c$, and $x_w$).

- **Semi-numerical / free ratios** - The semi-numerical method is used and the geometrical aspect ratios of the MF transformer ($x_{cw}$, $x_c$, and $x_w$) are also optimized.

### 2.5.2 Scaling Laws

The specifications considered in Subsection 2.4.1 (cf. Tab. 2.7) are selected and the methods defined in Subsection 2.5.1 are compared. The reference design for the scaling is featuring the following ratings: $P_{\text{ref}} = 20 \text{ kW}$ and $\rho_{\text{ref}} = 20 \text{ kW/l}$. The scaling laws with constant power density ($\rho = \text{const.}$) and
Scaling Laws: $\rho = \text{const.} = 20 \text{kW/l} / P = \text{var.}$

Fig. 2.12: Scaling for $\rho = \text{const.} = 20 \text{kW/l}$. The presented scaling laws are compared to semi-numerical models with fixed and free geometrical aspect ratios.
Scaling Laws: \( P = \text{const.} = 20\, \text{kW} / \rho = \text{var.} \)

**Fig. 2.13:** Scaling for \( P = \text{const.} = 20\, \text{kW} \). The presented full-analytical model is compared to semi-numerical models with fixed and free geometrical aspect ratios.
constant power ($P = \text{const.}$) are considered since they cover a representative part of the designs shown in Fig. 2.10.

For the full-analytical model, the derived optimum is used ($f_{\text{opt},0}$ and $n_{\text{opt},0}$). For the two semi-numerical models, the optimum design (with respect to the efficiency) is selected with a mixed-integer multi-constrained genetic algorithm [165,223]. The results are shown in Fig. 2.12 and Fig. 2.13 for constant power density ($\rho = \text{const.}$) and constant power ($P = \text{const.}$), respectively.

It can be seen immediately that the consideration of discrete (integer) numbers of turns leads to discontinuous curves for the optimal designs. The derived scaling laws are valid as they correctly predict (qualitatively and quantitatively) the trends for all the considered parameters for fixed geometrical aspect ratios.

With free geometrical aspect ratios, the optimal designs feature narrow winding windows and, therefore, reduced proximity effect losses (cf. (2.10)) and higher switching frequencies (cf. (2.31)). The increased switching frequencies also explain the reduced numbers of turns and the low flux densities. However, the thickness of the winding window cannot be reduced beyond a certain limit, due to practical constraints (packing of the turns) and due to the incompressible insulation distances (e.g., coil former thickness). Nevertheless, the optimization of the geometrical aspect ratios only provides limited advantages for the achieved efficiencies and power densities. This confirms the aspect ratios can be kept constant for the analysis of the fundamental characteristics of MF transformers with an analytical model (i.e. scaling laws).

High efficiencies (up to 99.85 %) and power densities (up to 63 kW/l) are achieved for the selected parameters. However, it should be noted that the presented designs are based on ideal characteristics: every core shape and every litz wire (number of strands and shape) is considered as available. The thermal model assumes a uniform cooling from all the sides (40 °C ambient). Moreover, the volume and the losses of the cooling system (e.g., fans) are not taken into account. Finally, only the MF transformer is optimized without considering external factors (e.g., switching losses of the power semiconductors). Therefore, the performances shown in Fig. 2.12 and Fig. 2.13 are unlikely to be achieved for a constructed prototype and represent the theoretical limit. Nevertheless, such practical design restrictions could be easily integrated into the aforementioned computation methods.

The optimal designs obtained with the three considered models feature similar efficiencies but different parameters, especially for the semi-numerical model with free geometrical aspect ratios. More particularly, large deviations can be observed for the operating frequency, the number of turns, and,
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Table: Variability / Full-Analytical

<table>
<thead>
<tr>
<th>$f$</th>
<th>$n$</th>
<th>$x_{cw}$</th>
<th>$x_c$</th>
<th>$x_w$</th>
<th>$r_w$</th>
<th>$r_{cw}$</th>
<th>$J_{RMS}$</th>
<th>$B_{pk}$</th>
<th>$\Delta T$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>kHz</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Fig. 2.14:** Parallel coordinate plots (1200 designs) obtained with the full-analytical model for $P = \text{const.} = 20 \, \text{kW}$ and $\rho = 20 \, \text{kW/l}$. All the designs, which feature less than 15% more losses than the optimal design are shown. The designs with the optimal, minimum, and maximum frequencies are highlighted in red.

Therefore, the flux density. The discrepancies between the models and the underlying design space diversity are analyzed in more details in the next subsection.

### 2.5.3 Design Space Diversity

The parameter ranges defined in Subsection 2.4.1 (cf. Tab. 2.7) are selected with the following ratings: $P = 20 \, \text{kW}$ and $\rho = 20 \, \text{kW/l}$. The complete design space is swept for the three methods defined in Subsection 2.5.1. A brute-force algorithm is used in order to explore the complete design space including eventual local minima. For each method, all the designs, which feature less than 15% more losses than the optimal design are kept. Fig. 2.14 shows the results obtained with the full-analytical model, Fig. 2.15 shows the results obtained with the semi-numerical model with fixed geometrical aspect ratios, and, finally, Fig. 2.16 depicts the results obtained with the semi-numerical model with free geometrical aspect ratios. The results are displayed with parallel coordinate plots, where the designs with the optimal, minimum, and maximum frequencies are highlighted [224].

The full-analytical model delivers results similar to the semi-numerical model for fixed geometrical aspect ratios. A significant frequency diversity
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**Fig. 2.15:** Parallel coordinate plots (500 designs) obtained with semi-numerical models (fixed geometrical aspect ratios) for $P = \text{const.} = 20 \text{ kW}$ and $\rho = 20 \text{ kW/l}$. All the designs, which feature less than 15% more losses than the optimal design are shown. The designs with the optimal, minimum, and maximum frequencies are highlighted in red.

**Fig. 2.16:** Parallel coordinate plots (300000 designs) obtained with semi-numerical models (free geometrical aspect ratios) for $P = \text{const.} = 20 \text{ kW}$ and $\rho = 20 \text{ kW/l}$. All the designs, which feature less than 15% more losses than the optimal design are shown. The designs with the optimal, minimum, and maximum frequencies are highlighted in red.
can be observed (cf. Subsection 2.3.3). The designs with high operating frequencies feature low numbers of turns, low flux densities, and low current densities. The design space diversity is even greater if the geometrical aspect ratios are additionally optimized. For this last case, the variables vary in the following ranges: $f \in [49, 297]$ kHz, $r_w \in [1.11, 3.40]$, $r_{cw} \in [0.24, 2.60]$, $J_{RMS} \in [1.8, 6.7] A/mm^2$, $B_{pk} \in [27, 116]$ mT. Some designs, computed with the semi-numerical model, are highlighted in Tab. 2.8. The following designs are selected: minimum losses (“D1”), minimum frequency (“D2”), maximum frequency (“D3”), minimum ratio between core and winding losses (“D4”), and maximum ratio between core and winding losses (“D5”).

It can be seen that extremely different designs feature similar performances. This diversity would be even greater with additional degrees of freedom (e.g., core material and winding stranding). The design space diversity can be used to select a quasi-optimal design with additional design restrictions (e.g., available core shapes, available litz wires, and switching losses of the power semiconductors). The systematic exploration of the design space is also useful for drawing general conclusions on the advantages and limitations of the different models.
2.6 Critical Analysis

With the aforementioned results, different conclusions can be made on the full-analytical modeling (cf. Section 2.2), the corresponding optimum, and the scaling laws (cf. Section 2.3):

- The full-analytical model is able to correctly capture qualitatively and quantitatively the design process of MF transformers. However, many effects are neglected. This implies that some designs can be invalid (e.g., due to parasitics and thermal limits), difficult to construct (e.g., turn packing), and/or feature reduced efficiencies (e.g., due to simplified loss models and neglected temperature dependences of the losses).

- For a given core geometry, the optimal design can be analytically extracted. Since the optimum is always flat with respect to frequency, the optimal operating frequency of the converter (considering switching losses of the power semiconductors) can be significantly lower than the optimal frequency of the MF transformer.

- The analytical optimum of the MF transformers should be considered with caution. Extremely different designs (e.g., concerning frequency, flux density, and ratio between core and winding losses) can lead to similar performances (design space diversity). This implies that the designs located around the global minimum (analytical optimum) and around local minima cannot be neglected during the design process. Nevertheless, the analytical optimum is useful to quantitatively understand the fundamental limitations of MF transformers.

- An optimal design can be scaled for different power ratings and power densities. These scaling laws correctly predict the trends and limitations of MF transformer designs. However, due to the required assumptions (e.g., fixed core material, fixed winding stranding, and fixed geometrical aspect ratios), these scaling laws are limited to theoretical analysis and cannot be used directly for the design process of MF transformers.

It appears that the limitations of the full-analytical model are problematic for obtaining an accurate model of MF transformers, which is required for virtual prototyping and design automation. Therefore, semi-numerical models should be used and the following guidelines can be extracted (cf. Section 2.5):

- A multi-variable, multi-constrained, mixed-integer, and non-linear optimization problem should be solved. Due to the design space diversity,
many local minima exist. Moreover, the different local minima are flat, implying that designs located near a minimum can be almost as good as the minimum itself. Therefore, a robust optimization algorithm (e.g., particle swarm and genetic) should be selected [165, 223]. For designs with many discrete variables, a brute-force search algorithm may be the only practicable solution.

- For a practical MF transformer design, many additional restrictions apply (e.g., available core shapes, available litz wires, and switching losses of semiconductors). The aforementioned design space diversity mitigates the impact of such design restrictions on the achievable performances.

- The full-analytical model can be used as a filter to reduce the design space (e.g., geometry, core material, and litz wire) before applying the more complex semi-numerical model.

- Models based on numerical field simulations (e.g., FEM simulations) are extremely time-consuming (modeling complexity, and computational cost) and, therefore, are not adapted for optimizations [143, 153, 154]. However, field simulations are useful for checking and fine-tuning the designs extracted during the optimization process.

### 2.7 Summary

This chapter investigates the optimization and scaling of MF transformers. A simple full-analytical model is presented for the core losses (using the Steinmetz parameters), winding losses (including the HF losses), and temperature rise (convection process). With this model, the design space of MF transformers is analyzed and the optimum is derived (frequency and number of turns). An increased operating frequency allows for more efficient and more compact designs. However, beyond a certain frequency, the performance cannot be further improved due to the increased core and HF winding losses. The properties of the optimum are analyzed and it is found that the optimum is always flat: the optimal operating frequency can be divided by two with less than 15% additional losses (the number of turns is adapted). At the optimum, the flux density is typically lower than the saturation flux density of the core.

Scaling laws are derived for optimal MF transformers operated at different power ratings (with constant power density, constant efficiency, or constant temperature rise) and power densities (with constant power rating). These
scaling laws allow the extraction of general statements about MF transformer performances. Compact designs are operated at higher frequencies, but have reduced efficiencies. High power designs are featuring higher efficiencies and reduced frequencies but also limited cooling capabilities.

A 20 kW and 20 kW/l MF transformer with a ferrite core and litz wire windings is considered for a numerical evaluation. The proposed full-analytical model, optimum, and scaling laws are applied. The obtained results are successfully verified with a more elaborate semi-numerical model. It is found that the full-analytical model correctly predicts the behavior of MF transformers. However, due to the multiple local minima of the mapping between the design space and the performance space (design space diversity), the analytical optimum cannot be used for the final design process of MF transformers. Global optimization should be performed with more advanced semi-numerical models.
Chapter Abstract

MF transformers are extensively used in power electronic converters. Accordingly, accurate models of such devices are required, especially for the magnetic equivalent circuit. Literature documents many different methods to calculate the magnetizing and leakage inductances of transformers, where, however, few comparisons exist between the methods. Furthermore, the impact of underlying hypotheses and parameter uncertainties is usually neglected. This chapter analyzes nine different models, ranging from simple analytical expressions to detailed numerical 3D simulations. The accuracy of the different methods is assessed by means of Monte-Carlo simulations and linearized statistical models. The experimental results, conducted with a MF transformer (400 V to 400 V, 100 kHz, 20 kW) employed in a converter for a 400 V DC distribution system, are in agreement with the simulations (below 14 % inaccuracy for all the considered methods). It is concluded that, considering typical tolerances, analytical models are accurate enough for most applications and that the tolerance analysis can be conducted with linearized models.

3.1 Introduction

Many power electronic converters feature MF transformers for voltage transformation, impedance matching, and galvanic isolation [25,64,82,143]. Multiple degrees of freedom are available for the design of MF transformers, i.e. frequency, winding geometry, core shape, core material, and cooling concept (cf. Chapter 2) [22]. It appears that the extraction of the magnetic parameters of a MF transformer is particularly important for determining the currents, the voltages, the losses, and the parasitic resonances [16,17,19].
Fig. 3.1: (a) MF transformer field patterns during rated operating condition: magnetic flux density inside the core (magnetizing flux) and magnetic field in the winding window (leakage flux). For illustrative purposes only, the two windings are placed around two different limbs. However, such winding arrangement is, due to the increased HF losses, unusual for MF transformers. (b) Inductance matrix with the corresponding (lossless) linear equivalent circuits.

The magnetic equivalent circuit describes, with lumped quantities, the magnetic fluxes occurring in the transformer. Fig. 3.1(a) illustrates the different magnetic fluxes, which are defining the flux linkages of a transformer. The resulting inductance matrix, cf. Fig. 3.1(b), can be expressed with equivalent circuits, which are analyzed in detail in Appendix A.1. Typically, the following magnetic parameters are used to characterize a transformer [17, 123]:

- **Voltage transfer ratio** - The voltage transfer ratio is the ratio between the primary and secondary voltages of a transformer. For a transformer with a high magnetic coupling factor, the voltage transfer ratio is almost equal to the turns ratio and load-independent (near the nominal load).

- **Transformer magnetization** - A magnetizing current is required for generating the flux inside the core of the transformer (cf. Fig. 3.1(a)). The magnetizing current is related to the open-circuit inductances (self-inductances) of the transformer, which are measured from the primary and secondary-sides. The open-circuit inductances are important for determining the core losses and the saturation current [177]. The magnetizing current can also be used for the converter operation, typically for achieving ZVS [78, 86, 143, 202].
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- **Transformer leakage** - The leakage flux is the magnetic flux which does not contribute to the magnetic coupling between the windings (cf. Fig. 3.1(a)). For a transformer with a high magnetic coupling factor, the leakage flux is related to the short-circuit inductances, which are measured from the primary and secondary-sides. The short-circuit inductances are important for determining the winding losses and the short-circuit impedance of the transformer [19]. Moreover, the leakage inductance can be used equivalent to a series inductor for the power converter operation [42, 44, 78, 86].

Therefore, the extraction of an accurate equivalent circuit is critical for the design and optimization of transformers. Inaccurate values can lead to increased losses [25, 175] or to improper converter operation [176]. The magnetic parameters of the transformer can also be used for diagnosis (production and aging) [174]. This indicates that the selection of the most suitable (concerning accuracy, modeling complexity, and computational cost) computation method for determining the equivalent circuit is a challenging and important task.

Literature identifies different methods for the computation of the equivalent circuit inductances: approximations of the air gap fringing field [17, 124, 177, 225], core reluctance computation [17, 19], analytical computation of the leakage field [17, 19, 126, 178–180], semi-analytical computation of the leakage field [16, 19], and numerical simulations of the magnetic field distribution [19, 130, 178]. A detailed review of the existing methods can be found in [126, 131, 136]. Nevertheless, deviations between the measured values and the expected values can arise from model inaccuracies, geometric tolerances, material parameter tolerances, and measurement uncertainties. However, only few comparisons between the methods can be found [131, 181], where the impact of tolerances and uncertainties is ignored.

This chapter analyzes the impact of tolerances on the magnetic equivalent circuit of MF transformers for different computation methods. Section 3.2 defines the parameters of the considered MF transformer (400 V to 400 V, 100 kHz, 20 kW). Section 3.3 discusses four different models for computing the magnetic parameters: standard analytical methods [16, 17], analytical methods with semi-empirical correction factors (e.g., Rogowski and McLyman factors) [17, 177, 180], and more elaborate semi-analytical methods (e.g., Schwarz-Christoffel mapping and mirroring method) [16, 19, 124, 226, 227]. Section 3.4 presents five numerical FEM models (2D and 3D models) with different levels of detail. Afterwards, Section 3.5 summarizes two approaches (Monte-Carlo simulations and linearized statistical models) for assessing the impact of tolerances on the equivalent circuit. Finally, Section 3.6 presents
Fig. 3.2: (a) Considered SRC-DCX (400 V to 400 V, 100 kHz, 20 kW). (b) MF transformer equivalent circuit with the definitions of the open-circuit and short-circuit inductances.

simulation and measurement results for the considered MF transformer and concludes that simple analytical methods are very accurate and that linearized tolerance analyses are valid.

3.2 Considered Transformer

Fig. 3.2(a) depicts the considered SRC-DCX (400 V to 400 V, 100 kHz, 20 kW). This converter, which does not provide any voltage scaling, provides galvanic isolation for a section of a 400 V DC distribution grid (e.g., datacenters and DC microgrids) [56,194,195]. The SRC-DCX is operated at the resonance frequency with 50 % duty cycle and acts as DCX, i.e. advantageously provides voltage transformation nearly independent of the load conditions [42,61,82,84,89,90]. It should be noted that these ratings differ from the MV DC-DC converter used for the SST demonstrator presented in Subsection 1.7.2. A LV system has been chosen for this analysis since the computation of the equivalent circuit is similar for LV and MV transformers. Moreover, LV transformers, which are more compact, are more sensitive to geometric tolerances.

Fig. 3.2(b) shows the considered MF transformer equivalent circuit and the corresponding short-circuit and open-circuit inductances. The leakage inductance of the MF transformer is part of the converter resonant tank [42,44] and the magnetizing inductance is used for achieving ZVS [163,202]. Fig. 3.3(a) shows the voltage and current waveforms applied to the MF transformer (cf. Chapter 8). Since the leakage and magnetizing inductances of the MF
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![Waveforms](image1.png) ![Prototype](image2.png)

**Fig. 3.3:** (a) Voltage and current waveforms for operation of the SRC-DCX (cf. Fig. 3.2(a)) at the resonance frequency, ensuring a nearly load-independent voltage transfer ratio. (b) Constructed MF transformer prototype (cf. Tab. 3.1).

**Tab. 3.1:** MF Transformer Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>( P = 20.0 \text{ kW} / S = 22.8 \text{ kVA} )</td>
</tr>
<tr>
<td>Excitation</td>
<td>400 V (DC-buses) / 57 A (RMS) / 100 kHz</td>
</tr>
<tr>
<td>Windings</td>
<td>6 : 6 shell-type / 2500 ( \times ) 100 ( \mu )m litz wire</td>
</tr>
<tr>
<td>Insulation</td>
<td>Mylar / 1 kV (RMS, CM) / 1 kV (RMS, DM)</td>
</tr>
<tr>
<td>Core</td>
<td>4 ( \times ) E80/38/20 / ferrite / “TDK N87” material</td>
</tr>
<tr>
<td>Air gaps</td>
<td>2 ( \times ) 0.7 mm (geometry) / 1.4 mm (magnetic)</td>
</tr>
<tr>
<td>Terminations</td>
<td>2 ( \times ) 220 mm (parallel wires)</td>
</tr>
<tr>
<td>Volume / weight</td>
<td>80 mm ( \times ) 82 mm ( \times ) 154 mm / 1.0 l / 2.4 kg</td>
</tr>
<tr>
<td>Performance</td>
<td>99.65% @ 20 kW / 99.60% @ 10 kW</td>
</tr>
</tbody>
</table>
Fig. 3.4: (a) Side view, (b) front view, and (c) top view (through the air gap) of the magnetic field during short-circuit operation. (d) Front view of the magnetic flux density during open-circuit operation. All cut planes are intersecting at the MF transformer center point.

transformer are actively used for the converter operation, any mismatch between the measured and simulated values will lead to non-optimal operating conditions and/or will require an adaptation of the modulation scheme (e.g., dead times and switching frequency) [175, 176].

Fig. 3.3(b) depicts the constructed prototype and the key parameters are listed in Tab. 3.1. A large magnetizing current is required for achieving complete soft switching [163, 202]. Accordingly, two air gaps are introduced into the magnetic circuit, which, due to the associated fringing field, complicates the computation of the equivalent circuit. The air gaps also help the flux balancing between the paralleled core sets. Otherwise, this MF transformer features the most common design choices: E-shaped ferrite core, shell-type arrangement, and litz wires [25, 64, 82, 143]. However, the presented methods can also be adapted to designs employing nanocrystalline cores, core-type transformer, coaxial transformer, solid wires, foil conductors, etc.

Fig. 3.4 shows the magnetic field and magnetic flux density during short-circuit and open-circuit operations [228]. For short-circuit operation, the energy is mostly stored in the winding window and in the cable terminations. For open-circuit operation, the energy is stored in the air gaps and inside
3.3 Analytical Methods

The extraction of the equivalent circuit parameters depicted in Fig. 3.1(b) is described in this section for different analytical and semi-analytical methods. Additional information about the extraction of the equivalent circuit from analytical computations is given in Appendix A.2 and Appendix A.4.

3.3.1 Open-Circuit

First, the inductance is computed for the following operation condition: \( i_p = 0 \lor i_s = 0 \), i.e. one of the two windings is open-circuited. This computation is similar to the computation of inductors, which implies that the presented methods can also be applied to inductors. Most of the analytical methods are based on reluctance circuits:
The core is modeled with a single reluctance and the fringing field of the air gaps is neglected (single equivalent reluctance), cf. Fig. 3.5(a) [17].

The core is modeled with a single reluctance and the McLyman factor (simple semi-empirical model) is used for describing the fringing field of the air gaps, cf. Fig. 3.5(b) [177].

The core is described with a detailed reluctance model (limbs, yokes, and corners) and a 3D model of the fringing field is used (based on Schwarz-Christoffel mapping), cf. Fig. 3.5(c) [19,124]. However, the interactions between the different air gaps and the placement of the wires are not considered.

The main hypothesis of these reluctance models is that a perfect magnetic coupling between the turns composing a winding (same flux through all the turns) is given (cf. Fig. 3.4(d)). This implies that these computation methods are limited to transformers with high magnetic coupling factors. If required, the nonlinearities of the core material (flux density and/or frequency dependences) can be considered for the reluctance computations, especially for designs with small air gaps [177].

### 3.3.2 Short-Circuit

In a second step, the inductance is computed for the following excitation: \( +N_p i_p = -N_s i_s \). With this operating condition, most of the energy is stored in the winding window (cf. Fig. 3.4(b)) and the following computation methods can be used:

- A 1D approximation of the leakage field is computed using Ampère’s circuital law, cf. Fig. 3.6(a) [16,17]. This model is inaccurate for windings with low filling factors, for large distances between the windings and/or the core, and for modeling the leakage near the winding heads [16,175].

- The 2D effects occurring near the winding tips, cf. Fig. 3.6(b) can be approximated with the Rogowki factor, which is a correction factor for the height of the windings [126,180].

- The 2D field distribution can be computed with the mirroring method (method of images) where the effect of the magnetic core is replaced by current images, cf. Fig. 3.6(c) [16,132,229]. The equivalent inductance can be extracted from the energy stored in the field [132], or, more conveniently, directly from the inductance matrix between the
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Fig. 3.6: Leakage magnetic field distribution (shown for a 6 : 6 shell-type E-core transformer). (a) 1D approximation (Ampère’s circuital law) [16, 17], (b) 2D approximation of the field near the winding tips (Rogowski factor) [126, 180], (c) 2D computation (mirroring method) [16, 229], and (d) cable termination field (Biot-Savart law). The red lines indicate the distribution of the magnetic field (streamlines).

For a transformer with a reduced leakage inductance, the energy stored inside the cable terminations cannot be neglected [230]. For calculating the corresponding inductance, the inductance of two parallel wires (Biot-Savart law) can be used, cf. Fig. 3.6(d) [231]. Nevertheless, the field distribution near the cable terminations is intrinsically a 3D problem, which cannot be perfectly modeled analytically (cf. Fig. 3.4(a)).

If required, the aforementioned methods can be extended to other transformer geometries (e.g., core-type transformer, planar transformer, three-phase windings, and interleaved windings) [17, 179]. The frequency dependence of the short-circuit inductances can be considered, especially for designs with solid wires [114, 178].
3.3.3 Circuit Extraction

The equivalent circuit can be extracted from the obtained values \( i_p = 0 \lor i_s = 0 \) and \( +N_p i_p = -N_s i_s \) such that the energy stored in the equivalent circuit matches with the computed cases. This procedure is explained in detail in Appendix A.2. It should be noted that the analytical methods are inaccurate for transformers with low coupling factors \( k < 0.95 \), where the aforementioned hypothesis (e.g., reluctance circuit and energy distribution) are not valid anymore (cf. Appendix A.4).

3.4 FEM Simulations

In this section, different FEM simulations models, with different levels of detail, are described (cf. Fig. 3.1(b)). Additional information about the procedure used for extracting the equivalent circuit parameters from the FEM simulations is given in Appendix A.3.

3.4.1 Circuit Extraction

The equivalent circuit of a transformer can also be obtained from numerical simulations, where FEM is typically selected [64, 82, 143, 228, 232]. The exact geometry, the nonlinearities of the core material, and the frequency dependences of the current distribution (e.g., skin and proximity effects) can be represented. For extracting the equivalent circuit, which features three degrees of freedom, different simulations are required. In this work, the extraction of the equivalent circuit is done with the following numerically stable procedure. The energy inside the system is extracted for the following cases: \( i_p \neq 0 \land i_s = 0 \) (energy in the primary self-inductance, \( L_p \)), \( i_p = 0 \land i_s \neq 0 \) (energy in the secondary self-inductance, \( L_s \)), and \( +N_p i_p = -N_s i_s \) (approximately, for high magnetic coupling factors, the energy in the leakage magnetic field). Then, the equivalent circuit is determined such that the stored energy matches with the simulations (cf. Appendix A.3). This method is also applicable to transformers with low magnetic coupling factors.

3.4.2 2D Modeling

Fig. 3.7(a) depicts a 2D FEM model with a simplified winding structure and Fig. 3.7(b) considers the actual placement of the wires (turn packing). For both cases, a planar and an axisymmetric model are used for modeling the core window and the winding heads, respectively (E-shaped core, shell-type...
Fig. 3.7: (a) 2D FEM model with a simplified winding geometry and (b) with a detailed winding geometry. For both cases, a different model is used for the core window and the winding heads. The symmetry axes are also indicated.
arrangement). Different symmetry axes are used for reducing the size of the simulated models.

### 3.4.3 3D Modeling

Fig. 3.8(a) shows a simple 3D model with simplified core and winding structures (single bodies). Fig. 3.8(b) considers the exact shape of the cores (core sets) and the different wires (turn packing). These two models neglect the pitch of the windings and the cable terminations, such that different symmetry planes exist. Finally, Fig. 3.8(c) represents a full 3D model of the transformer and the cable terminations, which does not feature any symmetry plane. This last model represents, as accurately as possible, the geometry of the realized prototype.

### 3.5 Statistical Analysis

The aforementioned computation methods for the short-circuit ($L_{sc,p}$ and $L_{sc,s}$) and open-circuit ($L_{oc,p}$ and $L_{oc,s}$) inductances (cf. Section 3.3 and Section 3.4) are subject to uncertainties of the used geometric and material parameters. Therefore, the question arises if accurate calculations are actually necessary and/or advantageous compared to the simple models. However, the measurement of the uncertainties requires the construction of many identical transformers and, therefore, cannot be sensibly conducted during the design of a transformer. Accordingly, in the following, the tolerance analysis is conducted with computation models.

#### 3.5.1 Considered Parameters

The different uncertain parameters are named $x_i$, the tolerances $\pm \delta_i$, and the nominal values $x_{i,0}$. These parameters represent the uncertainties linked with the geometric tolerances and the material parameter tolerances. For the statistical analysis, the following expressions are considered:

\[
L = F_L(x_1, x_2, \ldots), \quad (3.1)
\]

\[
L_0 = F_L(x_{1,0}, x_{2,0}, \ldots), \quad (3.2)
\]

where $L$ is the computed inductance, $L_0$ the nominal value, and $F_L$ the function describing the inductance computation method (cf. Section 3.3 and Section 3.4). Tab. 3.2 and Tab. 3.3 summarize the variables used to describe the uncertain input parameters and the obtained inductances, respectively.
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Fig. 3.8: (a) 3D FEM model with a simplified winding and core geometry, (b) with a more detailed winding and core geometry, and (c) with the actual transformer geometry (with the cable terminations). The considered symmetry planes are also indicated.
In the following, a simple exemplary function $F_L$ is considered for explaining the tolerance stacking analysis. Afterwards, in Section 3.6, the defined analysis framework is used for analyzing the tolerances for the open-circuit and short-circuit inductances of the considered transformer (cf. Section 3.2), using the aforementioned computation methods (cf. Section 3.3 and Section 3.4).

### 3.5.2 Worst-Case Analysis

For a worst-case analysis, the variables $x_i$ are assumed to be uniformly distributed in the tolerance intervals and independent of each other. The probability density distribution function, $f_{i, \text{wc}}$, can be set to

$$ f_{i, \text{wc}} (x_i) = f_{\text{uniform}} (x_i, x_{i,0} - \delta_i, x_{i,0} + \delta_i) , \quad (3.3) $$

where $f_{\text{uniform}}$ describes the probability density distribution function of the continuous uniform distribution. With the help of $F_L$ (cf. (3.1)), the probability distribution of $L$ can be computed and the extrema can be extracted, cf. Fig. 3.9(a).

For the magnetic equivalent circuit, many variables are present, $F_L$ is nonlinear, and $F_L$, for some computation methods (e.g., FEM simulations),
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**Tab. 3.3:** Uncertain Parameters / Output Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computed inductance (output variable)</strong></td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>Uncertain value of the inductance</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Nominal value of the inductance</td>
</tr>
<tr>
<td>$F_L$</td>
<td>Function describing the computation method</td>
</tr>
<tr>
<td>$C_L$</td>
<td>Computational cost of $F_L$</td>
</tr>
<tr>
<td><strong>Worst-case analysis</strong></td>
<td></td>
</tr>
<tr>
<td>$\pm \delta_{L,wc}$</td>
<td>Tolerance around $L_0$ (linearized analysis)</td>
</tr>
<tr>
<td>$MC_{L,wc}$</td>
<td>Monte-Carlo samples</td>
</tr>
<tr>
<td>${L}_{lin,wc}$</td>
<td>Tolerance interval (linearized analysis)</td>
</tr>
<tr>
<td>${L}_{MC,wc}$</td>
<td>Tolerance interval (Monte-Carlo simulations)</td>
</tr>
<tr>
<td><strong>Normal distribution analysis</strong></td>
<td></td>
</tr>
<tr>
<td>$f_{L,nd}$</td>
<td>Probability density function (linearized analysis)</td>
</tr>
<tr>
<td>$\sigma_{L,nd}$</td>
<td>Standard deviation of $f_{L,nd}$ (linearized analysis)</td>
</tr>
<tr>
<td>$p_{L,nd}$</td>
<td>Confidence interval for $\sigma_{L,nd}$ (linearized analysis)</td>
</tr>
<tr>
<td>$\pm \delta_{L,nd}$</td>
<td>Tolerance around $L_0$ (linearized analysis)</td>
</tr>
<tr>
<td>$MC_{i,nd}$</td>
<td>Monte-Carlo samples</td>
</tr>
<tr>
<td>${L}_{lin,nd}$</td>
<td>Tolerance interval (linearized analysis)</td>
</tr>
<tr>
<td>${L}_{MC,nd}$</td>
<td>Tolerance interval (Monte-Carlo simulations)</td>
</tr>
</tbody>
</table>
Fig. 3.9: (a) Worst-case analysis with uniform distributions. (b) Statistical analysis with normal distributions. Monte-Carlo simulations and linearized computations are compared. The following exemplary parameters are used: \( n_x = 2, x_1 \pm \delta_1 = 0 \pm 1.0, x_2 \pm \delta_2 = 0 \pm 1.5, F_L = x_1 + ((x_2/2) - 0.2)^2 \). The confidence intervals \( (\rho_{i,nd} \text{ and } \rho_{L,nd}) \) are set to 95\%. The number of Monte-Carlo samples is \( 10^4 \).
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cannot be expressed analytically. For these reasons, the probability density distribution function is obtained by means of Monte-Carlo simulations [233]. In the course of the Monte-Carlo simulations, a large number of random parameter combinations is generated with respect to the input probability distributions (cf. (3.3)) and the corresponding inductance values are computed. Then, it is straightforward to extract the interval, \( \{ L \}_{MC,wc} \), where the inductance value is fluctuating.

However, Monte-Carlo simulations require the computation of many designs (hundreds or thousands). Alternatively, the function \( F_L \) can be linearized near the nominal values of the different parameters, which leads to [234]

\[
\delta_L,wc = \sum_{i=1}^{n} \left| \frac{\partial F_L}{\partial x_i} \right|_{x_i,0} \delta_i
\]

(3.4)

\[
\{ L \}_{lin,wc} = [L_0 - \delta_L,wc, L_0 + \delta_L,wc],
\]

(3.5)

where \( \delta_L,wc \) is the obtained tolerance and \( \{ L \}_{lin,wc} \) the corresponding interval. Beside the reduced computational cost, the linearization allows the analysis of the sensitivity of the inductance value with respect to the different parameters. If the linearization is valid, the ranges \( \{ L \}_{MC,wc} \) and \( \{ L \}_{lin,wc} \) should match together. In Fig. 3.9(a), some differences can be observed due to the strong nonlinearities of the considered exemplary function \( F_L \).

3.5.3 Normal Distribution Analysis

The aforementioned worst-case analysis is often too conservative. For this reason, normal (Gaussian) distributions are often used for tolerance stacking analysis [234]. The probability density distribution function, \( f_{i,nd} \), and the standard deviation, \( \sigma_{i,nd} \), can be set to

\[
f_{i,nd}(x_i) = f_{\text{normal}}(x_i, x_{i,0}, \sigma_{i,nd}),
\]

(3.6)

\[
\sigma_{i,nd} = \frac{\delta_i}{\sqrt{2\text{erf}^{-1}(p_{i,nd})}},
\]

(3.7)

where \( f_{\text{normal}} \) is the probability density distribution function of the normal distribution and \( \text{erf}^{-1} \) the inverse Gauss error function [235]. The confidence intervals, \( p_{i,nd} \), are describing the percentage of the data lying within the accepted tolerances \( \pm \delta_i \). With these definitions, the probability distribution of \( L \) can be computed, cf. Fig. 3.9(b).

Again, the probability density distribution function can be obtained by means of Monte-Carlo simulations, where the nonlinearities of \( F_L \) are considered [233]. The interval, where \( p_{L,nd} \) percent of the values are located
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(confidence interval), is depicted as \( \{L\}_{MC,nd} \). Alternatively, a linearization of \( F_L \) can be conducted. A linear combination of normal distributions results in a normal distribution. The property is used and leads to

\[
f_{L,nd}(L) = f_{normal}(L, L_0, \sigma_{L,nd}),
\]

\[
\sigma_{L,nd} = \sqrt{\sum_{i=1}^{n} \left( \frac{\partial F_L}{\partial x_i} \right)_{x_i=0}^2 \sigma_{i,nd}},
\]

where \( f_{L,nd}(L) \) is the probability density distribution function and \( \sigma_{L,nd} \) the standard deviation. With the confidence interval, \( p_{L,nd} \), the tolerance of the inductance value can be expressed as

\[
\delta_{L,nd} = \sigma_{L,nd} \sqrt{2} \text{erf}^{-1} (p_{L,nd}),
\]

\[
\{L\}_{lin,nd} = [L_0 - \delta_{L,nd}, L_0 + \delta_{L,nd}],
\]

where \( \delta_{L,nd} \) is the obtained tolerance and \( \{L\}_{lin,nd} \) the corresponding interval. In Fig. 3.9(b), the mismatch between the probability density distribution function obtained with Monte-Carlo simulations and \( f_{L,nd}(L) \) results from the nonlinearities of the chosen exemplary function \( F_L \).

### 3.6 Results

The MF transformer depicted in Section 3.2 is considered. First, the magnetic parameters of the MF transformer are measured. In a second step, the aforementioned computation methods (cf. Section 3.3 and Section 3.4) and tolerance stacking analyses (cf. Section 3.5) are applied. Finally, the measurement and computation results are compared.

#### 3.6.1 Measurements

The open-circuit (\( L_{oc,p} \) and \( L_{oc,s} \)) and short-circuit (\( L_{sc,p} \) and \( L_{sc,s} \)) inductances (cf. Fig. 3.2(b)) are extracted from small-signal impedance measurements [238]. Figs. 3.10(a)-(b) depict the measured impedances, where the resonance frequencies of the MF transformer can be seen. Figs. 3.10(c)-(d) show the extracted nominal inductances with the corresponding measurement uncertainties. The inductances are extracted with a resistive-inductive series equivalent circuit. These measurements are obtained with an “Agilent 4924A” precision impedance analyzer [236]. The uncertainties are composed of the measurement device tolerances and an absolute error. The absolute error, which is
Fig. 3.10: (a) Measured open-circuit and (b) short-circuit impedances for the prototype shown in Fig. 3.3(b) [236]. (c) Open-circuit and (d) short-circuit inductances for different frequencies [236]. (e) Open-circuit and (f) short-circuit small-signal differential inductances for different bias currents [237]. The primary and secondary windings are the outer and inner windings (with respect to the central limb), respectively. The measurement uncertainties (shaded area) and the operating points (“OP”, cf. Fig. 3.3(a)) are indicated.
estimated from measurements, is set to 20 nH for short-circuit measurements (interconnection inductances) and to 100 nH for open-circuit measurements (interconnection inductances and slight variation of the length of the air gaps in case the core halves are pressed together). These measurements have been successfully reproduced (less than 1% deviation) with an “Omicron Bode 100” network analyzer [239, 240].

Figs. 3.10(c)-(d) indicate that the frequency dependence of the inductances is negligible due to the used ferrite cores and litz wires [17, 178]. The slight increase of the open-circuit inductances near 1 MHz is due to the capacitive currents (resonance frequency of 3.2 MHz) [143]. The slight decrease of the short-circuit inductances near 10 MHz is explained by HF effects (induced currents in the windings and permeability change of the core) [135, 178]. However, near the operating frequency (100 kHz), the impact of these HF effects is negligible (constant open-circuit and short-circuit inductances below 1 MHz). Due to the high magnetic coupling factor of the MF transformer ($k = 0.986$), the inductances measured from the primary and secondary-sides are very similar ($N_p \approx N_s$).

However, the MF transformer is not operated with small-signal excitations. For this reason, the MF transformer has also been measured with an “ed-k DPG10/1000A” power choke tester [237]. This device applies a current ramp to the MF transformer and measures the induced voltage. This enables the extraction of the small-signal differential inductance ($L = \partial \Psi / \partial i$) for different bias currents, cf. Figs. 3.10(e)-(f). The uncertainties are composed of the measurement device tolerances and an absolute error. The absolute error is set to 50 nH and 120 nH, respectively, for short-circuit (interconnection inductances) and open-circuit measurements (interconnection inductances and variation of the length of the air gaps). Figs. 3.10(e)-(f) shows that the open-circuit inductances are also linear below 40 A (magnetizing current), which means that the MF transformer is operated well below the saturation (cf. Fig. 3.3(a)). As expected, the short-circuit inductances are independent of the current.

For these reasons, the small-signal inductances ($i_{\text{bias}} = 0$ A) at the switching frequency ($f = 100$ kHz) are extracted for the comparison with the computations. Moreover, only the averages of the primary ($L_{oc,p}$ and $L_{sc,p}$) and secondary-side inductances ($L_{oc,p}$ and $L_{sc,p}$) are further considered (called $L_{oc}$ and $L_{sc}$, cf. Fig. 3.2(b)). The obtained nominal values ($L_{\text{meas}}$) and measurement uncertainties ($\{L\}_{\text{meas}}$) are used for comparing the measurement results with the values obtained with the different computation methods.
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Tab. 3.4: Computation Methods

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>(C_L)</th>
<th>(n_X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytic simple</td>
<td>Figs. 3.5(a) / 3.6(a)</td>
<td>50 FLOPs</td>
<td>12</td>
</tr>
<tr>
<td>Analytic intermediate</td>
<td>Figs. 3.5(b) / 3.6(b)</td>
<td>150 FLOPs</td>
<td>14</td>
</tr>
<tr>
<td>Analytic complex</td>
<td>Figs. 3.5(c) / 3.6(c)</td>
<td>200 kFLOPs</td>
<td>16</td>
</tr>
<tr>
<td>Analytic termination</td>
<td>Figs. 3.5(c) / 3.6(c) / 3.6(d)</td>
<td>200 kFLOPs</td>
<td>20</td>
</tr>
<tr>
<td>2D FEM simple</td>
<td>Figs. 3.7(a) / 3.6(d)</td>
<td>8 kDOFs</td>
<td>19</td>
</tr>
<tr>
<td>2D FEM complex</td>
<td>Figs. 3.7(b) / 3.6(d)</td>
<td>12 kDOFs</td>
<td>20</td>
</tr>
<tr>
<td>3D FEM simple</td>
<td>Figs. 3.8(a) / 3.6(d)</td>
<td>0.9 MDOFs</td>
<td>17</td>
</tr>
<tr>
<td>3D FEM intermediate</td>
<td>Figs. 3.8(b) / 3.6(d)</td>
<td>1.4 MDOFs</td>
<td>17</td>
</tr>
<tr>
<td>3D FEM complex</td>
<td>Fig. 3.8(c)</td>
<td>7.2 MDOFs</td>
<td>16</td>
</tr>
</tbody>
</table>

3.6.2 Computations

The computation methods described in Section 3.3 and Section 3.4 are combined, as shown in Tab. 3.4, for extracting the equivalent circuit of the MF transformer. For the analytical models, the computational cost, \(C_L\), is measured in FLOPs [222]. For FEM models, the computational cost, \(C_L\), is expressed with the number of DOFs [228, 232], given that three operating points are solved for extracting the equivalent circuit (cf. Section 3.4).

For the statistical analysis, the methods described in Section 3.5 are used. The confidence intervals for the parameters \((p_{i,nd})\) and for the inductances \((p_{L,nd})\) are set to 95%. The number of uncertain parameters, \(n_X\), is indicated in Tab. 3.4. Concerning the classification of the uncertain parameters, the following remarks are important:

- The geometric and material tolerances are mostly extracted from the datasheets (e.g., core, coil former, and litz wire). The uncertainties linked to the construction of the MF transformer (e.g., air gaps and insulation distances) are estimated. The main tolerances are the air gaps length (0.7 mm ± 0.05 mm), the distance between the two windings (0.75 mm ± 0.3 mm), the wire diameter (7.2 mm ± 0.2 mm), the core permeability (2200 ± 500), and the core cross section (1600 mm² ± 40 mm²).

- Some geometric parameter uncertainties are also linked to the geometric approximations included in the modeling. The fact that a 3D geometry is modeled in 1D/2D (e.g., winding heads and cable terminations)
introduces additional uncertainties since some geometric parameters in the 1D/2D models do not exist in the 3D models.

The simplifications used in the different computation methods (e.g., 1D/2D modeling, no fringing field model, and no cable terminations model) are intrinsic inaccuracies of the methods and, therefore, are not considered as uncertainties.

The computational cost of the FEM models is too high for Monte-Carlo simulations. On the other hand, the simple analytical models (“Analytic simple”, “Analytic intermediate”, and “Analytic complex”) neglect many parameters (e.g., placement of the wires and cable terminations). Therefore, the full statistical analysis is performed with the model “Analytic termination”, where $2 \times 10^3$ Monte-Carlo samples are considered.

Fig. 3.11 shows the obtained tolerances for the inductances, which are significant. It appears that the linearized statistical analysis is valid (compared to Monte-Carlo simulations). The linearized analysis allows the extraction of the sensitivities concerning the different parameters (cf. (3.4)), which is shown in Fig. 3.12. The main uncertainties are originating from the air gaps length, the size of the core, the permeability of the core, the insulation distances, and the simplification of the 3D geometry (depicted as “model approx.”).

Therefore, the linearized statistical analysis is applied to all the computation methods described in Tab. 3.4. This greatly reduces the computational cost since only $2n_x + 1$ equivalent circuit computations are required. The obtained values ($L_0$, $\{L\}_{\text{lin,wc}}$, and $\{L\}_{\text{lin,nd}}$) are used for comparing the computations and the measurements.

### 3.6.3 Comparison: Measurements and Computations

Fig. 3.13 and Fig. 3.14 show the comparison between measurements and computations (cf. Tab. 3.4) for the open-circuit and short-circuit inductances, respectively. The most accurate measurements, i.e. the values obtained with the Agilent 4294A precision impedance analyzer (cf. Figs. 3.10(c)-(d)), are selected as reference values for the extraction of the relative errors. The deviations between the nominal values and the reference value are smaller than $14\%$ for all the methods.

For the open-circuit inductance, the method “Analytic simple” underestimates the inductance, which is due to the neglected fringing field of the air gaps. For all the other methods, the tolerances ($\{L\}_{\text{lin,wc}}$ and $\{L\}_{\text{lin,nd}}$) match with the measurement uncertainties. The methods based on Schwarz-
Fig. 3.11: (a) Tolerance analysis for the open-circuit and (b) short-circuit inductances. Worst-case and normal distribution analyses are performed by means of Monte-Carlo simulations and linearization (cf. Section 3.5). The model “Analytic termination” is considered with \(2 \times 10^3\) Monte-Carlo samples (cf. Tab. 3.4). The confidence intervals \((p_{i,nd} \text{ and } p_{L,nd})\) are set to 95\%.
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Fig. 3.12: (a) Sensitivity analysis for the open-circuit and (b) short-circuit inductances. The model “Analytic termination” is considered (cf. Tab. 3.4) and a linearized worst-case analysis is applied (cf. (3.4)).

Christoffel mapping (“Analytic complex” and “Analytic termination”) are in good agreement with the “3D FEM complex” method (1 % error).

For the short-circuit inductance, the methods which neglect the cable terminations (“Analytic simple”, “Analytic intermediate”, and “Analytic complex”) underestimate the inductance. For all the other methods, the tolerances ($\{L\}_{\text{lin,wc}}$ and $\{L\}_{\text{lin,nd}}$) match with the measurement uncertainties. The method “Analytic termination” is also in good agreement with the “3D FEM complex” method (5 % error).

Therefore, it can be concluded that the complex computation methods (2D and 3D FEM models) only feature limited advantages over the analytical methods. The main advantage of the 3D FEM methods is a slight reduction of the tolerances since the tolerances linked with the model approximations vanish (“model approx.”, cf. Fig. 3.12). The method “Analytic termination” represents an interesting trade-off between modeling complexity, computational cost, and accuracy.

It also appears that the measurement uncertainties are smaller than the computation tolerances. Furthermore, the deviation between the nominal value of the computation methods is smaller than the tolerances. This implies that the extraction of MF transformer equivalent circuit parameters can only be marginally improved with new computation and measurement methods. Only a reduction of the uncertainties on the geometry and material parameters will lead to better matching between measurements and computations.
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Fig. 3.13: Comparison between measurements (cf. Subsection 3.6.1) and computations (cf. Subsection 3.6.2) for the open-circuit inductance ($L_{oc}$). The reference value is the measurement obtained with an Agilent 4294A precision impedance analyzer [236].
Fig. 3.14: Comparison between measurements (cf. Subsection 3.6.1) and computations (cf. Subsection 3.6.2) for the short-circuit inductance \( L_{sc} \). The reference value is the measurement obtained with an Agilent 4294A precision impedance analyzer [236].
3.7 Summary

This chapter first investigates various computation methods for extracting the magnetic equivalent circuit of MF transformers, which is a critical parameter for the modeling and optimization of power electronic converters. Analytical models are presented for the magnetizing (reluctance circuit, Rogowski factor, and Schwarz-Christoffel mapping) and leakage (1D Ampère’s circuitual law, Rogowski factor, 2D mirroring method, and cable termination model) inductances. The advantages and limitations of the analytical methods are discussed and compared to numerical simulations (2D and 3D FEM).

In a next step, the uncertainties linked to model inaccuracies, geometric tolerances, and material tolerances are analyzed in detail with a statistical analysis applied to the computation models. Computationally intensive Monte-Carlo simulations and simple linearized statistical models, which allow the analysis of the sensitivities for the different parameters, are considered.

The presented methods are finally applied for calculating the short-circuit and open-circuit inductances of a MF transformer prototype (400 V to 400 V, 100 kHz, 20 kW). It is concluded that a linearized statistical analysis is sufficient, which greatly simplifies the tolerance analysis. The deviations between the measurements and the different computation methods (below 14 %) can be explained with the computed tolerances. For the open-circuit and short-circuit inductances, the measurement uncertainties (between ±0.3 % and ±2.7 %) are smaller than the computation tolerances (between ±5 % and ±22 %).

The comparison between the different computation methods shows that the combination of a reluctance circuit, Schwarz-Christoffel mapping, mirroring method, and a cable termination model is a good trade-off between computational cost and obtained accuracy. Moreover, only marginal improvements are achieved with complex numerical field simulation methods. Finally, it is concluded that the consideration of the uncertainties is required for improving the modeling of MF transformers. Moreover, the obtained uncertainties are also useful for production diagnosis and for selecting the right margin of safety during the design process.
4

Litz Wire Losses

Chapter Abstract

HF litz wires are extensively used for the windings of MF magnetic components in order to reduce the impact of eddy current losses that originate from skin and proximity effects. Literature documents different methods to calculate eddy current losses in HF litz wires, however, most of the computation methods rely on a perfect twisting of the strands, which is often not present in practice. This chapter analyzes the implications of imperfect twisting on the current distribution among the different strands of HF litz wires and the corresponding losses by means of a fast 2.5D PEEC method. The effects of different types of twisting imperfections are examined. It is found that imperfect twisting can lead to increased losses (more than 100%). However, perfect twisting of the strands, which is difficult to achieve, is often not required, i.e. suboptimal twisting is sufficient. Analytical expressions are also given for distinguishing between critical and uncritical imperfections. The experimental results, conducted with a MV/MF transformer prototype (7.5 kHz, 65 kW), reveal a reduction of the error on the predicted losses from 52 % (ideal HF litz wire model) to 8 % (proposed model) and, thus, confirm the accuracy improvement achieved with the proposed approach.

4.1 Introduction

The computation of winding losses represents an essential part of the modeling process of inductors and transformers. Power electronic converters are usually operating at MF and, therefore, the impacts of eddy current losses cannot be neglected anymore. Usually, eddy current losses are split up into losses due to skin and proximity effects: the skin effect describes the eddy currents due to the magnetic field created by the current in the conductor itself and the proximity effect characterizes eddy currents that originate from an external
magnetic field. In order to obtain efficient MF inductors and transformers, the impacts of losses due to skin and proximity effects need to be mitigated. This is usually achieved with foil conductors or HF stranded conductors (e.g., Roebel bars or HF litz wires). In this regard, HF litz wires are very popular since they allow for low losses and great flexibility in the design of the magnetic component in a wide frequency range [25, 64, 82, 143, 182].

HF litz wires are composed of multiple insulated strands, as shown in Fig. 4.1. Each single strand is subject to skin and proximity effects and thus, the single strand diameter is selected with regard to acceptable losses [133]. The strands are twisted together in both radial and azimuthal directions:

- **Radial** - The permutation in radial direction prevents eddy currents in case of an azimuthal magnetic field. An azimuthal field is created by the currents that are present in the considered HF litz wire itself.

- **Azimuthal** - The permutation in azimuthal direction suppresses the oriented area spanned between the strands with respect to a homogeneous external field. The cancellation of the magnetic flux between the strands prevents the formation of circulating eddy currents.

- **Pitch** - In addition to the number of strands and the diameter of a single strand, the pitch (or length of lay), which is the spatial period length
of the twisting (in longitudinal direction), denotes a third important parameter of a HF litz wire.

For HF litz wires with a high number of strands, simultaneous azimuthal and radial twisting is difficult to achieve. Such HF litz wires are often constructed in a recursive manner, i.e. the total HF litz wire is composed of twisted bundles of HF litz wires and each bundle itself can again be composed of twisted bundles or single strands. In this work, the first twisting level (twisting of the strands) and the last level (forming the complete HF litz wire) are called strand-level and top-level twisting, respectively. Additional twisting levels between the top-level and the strand-level are denoted as mid-levels, cf. Fig. 4.1(c).

With high numbers of strands and complex twisting schemes, the accurate computation of losses in such stranded conductors is a challenging task. Over the years, different calculation methods have been proposed for the calculation of the losses, which rely on analytical and/or numerical calculations [19, 133, 134, 183–185]. However, it is found that the measured losses are often larger than the values computed with the aforementioned methods [25, 82, 186]. Different effects can explain such deviations:

- The (external) magnetic field is inaccurately computed [189, 241]. Moreover, certain computational methods presuppose the external magnetic field to be homogeneous across the cross section of the HF litz wire [19].

- The terminations of the HF litz wire are generating losses. Moreover, terminations can add an impedance mismatch between the strands which leads to undesired circulating currents [25, 186, 241, 242].

- Due to twisting, the length of the strands is greater than the length of the HF litz wire [243]. For typical HF litz wire, however, this effect is often negligible (less than 10%).

- The packing (hexagonal, square, etc.) of the strands is not homogeneous and/or not perfectly modeled [134, 184]. The exact packing in a HF litz wire, which is often not clearly defined, has only a limited impact on the losses (less than 10%).

- A non-integer number of pitches is used, leading to circulating currents inside the HF litz wire [183, 244]. Alternatively, local variations (along distances that are similar to the pitch length) of the external magnetic field also create additional losses [186]. Such local variations are typically produced by the fringing fields of air gaps.
An imperfect twisting scheme is used, leading to an inhomogeneous current distribution in the strands. This includes improper azimuthal and/or radial twisting (at the top-level, strand-level, or mid-level), poor choices of the ratios of the pitch lengths between twisting levels, etc.

The last two effects can lead to significant additional losses and commonly occur in practice. In particular, commercially available HF litz wires are frequently found to be subject to imperfect twisting [25,27,186,245]. Therefore, this chapter analyzes the impact of the twisting scheme on the losses, which, to the knowledge of the author, has not been studied in detail in the literature. Section 4.2 summarizes loss computation methods for perfectly twisted HF litz wires. Section 4.3 analyzes the implications of twisting imperfections on the losses. Finally, Section 4.4, compares calculated results to experimental results, using a MF transformer that employs HF litz wires with imperfect twisting.

### 4.2 Perfect Twisting

A perfectly twisted (radial and azimuthal directions) HF litz wire with an infinitesimally small pitch length is considered (ideal HF litz wire). The HF litz wire conducts the current $I_{wire}$ and is subject to a homogeneous external
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magnetic field, $H_{\text{ext}}$. Fig. 4.2 depicts the magnetic field determined with FEM simulations for a $343 \times 100 \mu\text{m}$ HF litz wire at different frequencies [228]. At $1 \text{MHz}$, the eddy currents generate losses but have a limited impact on the magnetic field distribution. For $f \gg 1 \text{MHz}$ the skin depth is less than the strand diameter of a single strand and the eddy currents alter the magnetic field distribution, leading to a shielding effect inside the strands. The corresponding losses, $P$, are expressed as [18, 19]

$$P (f) = R_{\text{DC}} \left( K_I (f) I_{\text{wire}}^2 + K_H (f) H_{\text{ext}}^2 \right), \quad (4.1)$$

where $K_I$ and $K_H$ are frequency-dependent parameters and $R_{\text{DC}}$ denotes the DC resistance. The RMS values of the current and the external magnetic field are considered. The losses can be split up into four categories:

- **DC losses** - These losses are included in $R_{\text{DC}}$ and represent the conduction losses which are not linked to eddy currents.

- **Skin effect** - These losses are included in $K_I$ and represent the eddy current losses in a strand that originate from the field created by the current in the same strand.

- **Internal proximity effect** - These losses are included in $K_I$ and represent the eddy current losses in a strand that originate from the field created by the currents in the other strands.

- **External proximity effect** - These losses are included in $K_H$ and represent the eddy current losses in a strand by reason of an externally applied homogeneous magnetic field.

In (4.1), the factors $K_I$ and $K_H$ represent the current and external field dependent losses, respectively. It should be noted that a different definition of (4.1), separating the skin effect and the proximity effects (internal and external) is also common in literature [18, 19, 25, 133, 185].

The parameters $R_{\text{DC}}$, $K_I$, and $K_H$ are figures of merit for the HF litz wire itself. In a magnetic component (e.g., inductor and transformer), the relevant part of the external magnetic field, $H_{\text{ext}}$, depends on the conductor current, $I_{\text{wire}}$, and the geometrical properties of the component (e.g., selected core, air gap length, and number of turns). This allows the definition of the equivalent AC resistance, which is a figure of merit for the complete winding of a defined magnetic component and not only for the HF litz wire. With (4.1), the equivalent AC resistance can be calculated according to

$$P = R_{\text{AC}} (f) I_{\text{wire}}^2,$$

with $H_{\text{ext}} \sim I_{\text{wire}}$. \quad (4.2)
Different methods exist for the computation of the losses, which are based on different assumptions, HF accuracies, and computational costs. The most common methods are listed below:

- **Asymptotic approximation (“Asymp.”)** - The losses by reason of skin effect are neglected (the skin depth is assumed to be larger than the diameter of the strands) and the losses due to proximity effects (internal and external) are modeled with a LF asymptotic approximation. The packing pattern is only modeled with the filling factor [25, 133, 185].

- **Bessel functions (“Bessel fct.”)** - The losses due to skin and proximity effects are modeled with Bessel functions. HF effects are considered for every strand but the shielding effect of the eddy currents on the magnetic field (cf. Fig. 4.2) is not completely modeled. The packing pattern is only modeled with the filling factor [19, 25, 78].

- **Biot-Savart discrete modeling (“Biot-Savart”)** - The losses by reason of skin and proximity effects are modeled with the aforementioned Bessel functions. The exact packing pattern is modeled and the magnetic field is computed with a Biot-Savart summation (frequency-independent field pattern) [182].

- **FEM homogenization (“FEM hom.”)** - The packing pattern of the HF litz wire is assumed to be periodic. A unit cell of the pattern is solved with FEM simulations and virtual material parameters (conductivity and permeability) are extracted for the packing pattern [228, 232]. Subsequently, the virtual conductor parameters are used to compute the losses. All HF effects are modeled. The limitations of this approach are the presupposed periodicity of the packing pattern and inaccuracies at the boundary of the HF litz wire [134, 184].

- **FEM discrete modeling (“FEM disc.”)** - All strands are modeled with FEM [228, 232]. The obtained solution contains all HF effects and considers the exact packing pattern [228, 241, 242]. The perfect twisting of the HF litz wire is taken into account by imposing an equal current sharing between the strands. Alternatively, the PEEC method can be used [241, 242, 246].

Fig. 4.3 depicts a comparison between the methods for a $343 \times 100 \, \mu m$ HF litz wire (cf. Fig. 4.2). The corner frequency $f_{c, HF}$ characterizes the maximum frequency up to which the LF asymptote of the proximity effect losses is
considered to be valid and can be expressed as

\[ \delta(f) = \frac{1}{\sqrt{\pi \sigma \mu_0 f}}, \]  

(4.3)

\[ f_{c,\text{HF}}(d_s) \approx \frac{32^{\frac{3}{2}}}{\pi \sigma \mu_0 d_s^2}, \]  

(4.4)

\[ \delta(f_{c,\text{HF}}) \approx \frac{d_s}{32^{\frac{1}{3}}}, \]  

(4.5)

where \( \delta \) is the skin depth, \( \sigma \) the conductivity, and \( d_s \) the diameter of the strands. For \( f < f_{c,\text{HF}} \), it can be concluded that the simplest method, the asymptotic approximation, features sufficient accuracy for most applications. For \( f > f_{c,\text{HF}} \), the solutions based on Bessel functions or, if higher accuracy is required, FEM-based methods need to be considered (cf. Fig. 4.2). Most commonly, however, \( f > f_{c,\text{HF}} \) is avoided in order to avoid excessive HF losses and a HF litz wire with a smaller single strand diameter is considered [25, 247]. Therefore, in this work, \( f < f_{c,\text{HF}} \) is presupposed. Furthermore, the comparative evaluation given in Fig. 4.3 reveals that an exact model of the packing pattern is not required.

For \( f < f_{c,\text{HF}} \) the results obtained with all considered computational methods are matching. This indicates that potential deviations between computed and measured losses originate from phenomena that violate the assumption of a perfectly twisted HF litz wire with an infinitesimally small pitch length.

### 4.3 Twisting Imperfections

This section investigates the implications of different twisting schemes (e.g., radial, azimuthal, and combined) and numbers of pitches (integer or non-integer) on the expected AC losses of HF litz wires. In such HF litz wires, the assumption of an equal current distribution among the strands is, in general, incorrect and the aforementioned methods are not applicable.

#### 4.3.1 Computation Method

In the literature, an analytical method for the simulation of imperfect HF litz wires has been proposed [244], especially with regard to the impact of the pitches. However, this method, which does not compute the current sharing between the strands, cannot be used for simulating complex twisting
Fig. 4.3: (a) Loss factor $K_I$ and (b) $K_H$ computed with different methods (asymptotic approximation, Bessel functions, Biot-Savart summation, FEM homogenization, and FEM discrete modeling). A $343 \times 100 \mu$m HF litz wire is considered (2.5 mm outer diameter).

The proposed numerical method offers a trade-off between modeling accuracy, modeling effort, and computational cost. The method is based on the 2.5D PEEC method, where a custom-built solver is used [246, 248, 249]. Fig. 4.4 presents the main steps of the method, which are described as follows:

- First, the geometry (packing and twisting) of the HF litz wire is generated and the HF litz wire is sliced into different sections (about ten per pitch). For taking the twisting scheme into account, permutation matrices are generated for each sliced section of the HF litz wire.

- In a second step, the inductance and resistance matrices are calculated using a 2D PEEC model. An analytical solution exists for the self and mutual inductances of infinite wires. If the operating frequency is selected such that no significant skin effect occurs inside the strands
**Fig. 4.4:** Workflow for the computation of losses in HF litz wires with arbitrary twisting schemes and numbers of pitches. The analysis is based on a 2.5D PEEC method.
(\(f < f_{c, HF}\)), each strand can be modeled by a single conductor. Otherwise, a meshing of the strands is required. With the inductance and resistance matrices, the impedance matrix can be easily computed.

Afterwards, with the impedance matrix and the aforementioned permutation matrices are combined in order to find the impedance matrix of the twisted HF litz wire. Then, the current sharing problem is solved by equalizing the voltage drops between the strands [118]. The solution of this linear equation system gives the current flowing in each strand.

Finally, with the obtained currents, the magnetic field distribution can be computed (Biot-Savart). With the magnetic field and the currents, the losses (due to skin and proximity effects) of each strand are extracted.

It should be noted that the energy, and, therefore, the inductance, of an infinitely long straight wire is infinite. This is explained by the fact that a current should always flow in a closed loop, making the hypothesis of an infinitely long straight wire unphysical. However, this does not represent a problem for the presented method since only the differences between the inductances of the different strands are considered and not the absolute values. Alternatively, the current sharing problem could be solved for the circulating currents (and not for the total current). This variable transformation would remove the unphysical coefficients (the sum of the circulating currents is zero) and would lead to the same results.

Compared to a full 3D method, the 2.5D PEEC method neglects the current flows in azimuthal and radial directions, which are, however, much smaller than the longitudinal currents [118]. This implies that the method is not able to simulate configurations with a large external field applied in longitudinal direction, which are, anyway, uncommon for magnetic components. The main advantage of the 2.5D PEEC method is the reduced computational cost (and memory requirement), which enables the simulation of a HF litz wire with thousands of strands in less than a minutes on a personal computer. Moreover, the method does not require a complete 3D full parametric representation of the HF litz wire and, hence, substantially reduces the modeling complexity. Finally, the fact that the PEEC method is based on an equivalent circuit allows the combination of the HF litz wire model with external models, such as terminations, busbars, or magnetic cores [25, 241, 242, 246, 250]. Furthermore, the method is also applicable to higher frequencies (\(f > f_{c, HF}\)), even if this case is not considered in this work.
Fig. 4.5: (a) Perfect twisting, (b) bunched wires, (c) bundle in the center, and (d) hybrid twisting (perfect and bunched). Each title line specifies the corresponding number of bundles and the number of strands per bundle.

### 4.3.2 Considered Twisting Imperfections

Many different twisting schemes exist for HF litz wires [133, 188, 241, 242], featuring different bundle structures, radial and/or azimuthal permutations, etc. However, most litz wires are constructed with the following twisting schemes:

- **Perfect twisting (“PT”)** - The strands are perfectly twisted (radial and azimuthal direction). This ideal construction is difficult to realize with a large number of strands (more than six).

- **Bunched wires (“BW”)** - The strands are only twisted in azimuthal direction. The strands located in the center of the wire, stay in the center and are not twisted. This represents the easiest and cheapest twisting scheme and is commonly found in commercially available HF litz wires [25, 133, 186, 245].
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**Tab. 4.1: Twisting Schemes (343 × 100 µm)**

<table>
<thead>
<tr>
<th>Name</th>
<th>Twisting scheme</th>
<th>Number of wires</th>
</tr>
</thead>
<tbody>
<tr>
<td>“343/PT/PT/PT”</td>
<td>PT × PT × PT</td>
<td>7 × 7 × 7</td>
</tr>
<tr>
<td>“343/PT/PT/BW”</td>
<td>PT × PT × BW</td>
<td>7 × 7 × 7</td>
</tr>
<tr>
<td>“343/PT/BW/BW”</td>
<td>PT × BW × BW</td>
<td>7 × 7 × 7</td>
</tr>
<tr>
<td>“343/BW/BW/BW”</td>
<td>BW × BW × BW</td>
<td>7 × 7 × 7</td>
</tr>
<tr>
<td>“343/PT/BW”</td>
<td>PT × BW</td>
<td>7 × 49</td>
</tr>
<tr>
<td>“343/BW”</td>
<td>BW</td>
<td>343</td>
</tr>
</tbody>
</table>

**Braiding** - The braiding of the strands is, theoretically, possible. However, the high complexity of such a twisting scheme makes it economically unattractive and uncommon for HF litz wires used for power electronic components [251]. Therefore, this twisting scheme is not further considered.

The two aforementioned twisting schemes (“PT” and “BW”) feature correct twisting in azimuthal direction since imperfect azimuthal twisting is uncommon for HF litz wires. Fig. 4.5 illustrates different combinations of the aforementioned twisting schemes (many levels of twisting). Fig. 4.5(a) depicts a perfectly twisted HF litz wire. Fig. 4.5(b) shows a HF litz wire composed of bunched strands, which is clearly imperfect due to the lack of radial twisting. Fig. 4.5(c) shows an imperfect twisting scheme which features an untwisted bundle in the center of the wire [25]. Fig. 4.5(d) depicts a hybrid twisting scheme, which is also commonly found: the “BW” twisting scheme is used at the strand-level and all other levels (e.g., the top-level) employ perfect twisting (“PT”) [133,186].

All simulations consider the HF litz wire introduced in Section 4.2 (343 × 100 µm) and six different combinations of the aforementioned twisting schemes (“PT”, “BW”, cf. Fig. 4.5) are listed in Tab. 4.1. The pitch length of the top-level twisting is 30 mm. The ratio of the pitches between two successive twisting levels is set to 2.0 (given that the strand-level twisting pitch is the shortest).

### 4.3.3 Simulation: Twisting Schemes

The six twisting schemes listed in Tab. 4.1 are considered with an integer number of pitches. Fig. 4.6 illustrates the current sharing for the case of a
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**Fig. 4.6:** Phase differences of the strand currents (with respect to the phase of the total current, $I_{\text{wire}}$) at 100 kHz for different twisting schemes ($I_{\text{wire}} = 1 \text{ A}, H_{\text{ext}} = 0 \text{ A/m}$). A $343 \times 100 \mu\text{m}$ HF litz wire is considered (2.5 mm outer diameter).

**Fig. 4.7:** Factor $K_I$ (cf. (4.1)) for different twisting imperfections (cf. Tab. 4.1), compared to a perfectly twisted HF litz wire (cf. Fig. 4.3). A $343\times100 \mu\text{m}$ HF litz wire is considered (2.5 mm outer diameter).
current excitation (no external field excitation). The current in the bundles which are not perfectly radially twisted is phase shifted with respect to the total current. This implies that more current is flowing in the other bundles. This leads to increased losses according to Fig. 4.7 for $K_I$ (cf. (4.1)). The effect of the twisting on the DC resistance is small (less than 5%) and is, therefore, neglected.

As expected, the increase of the losses is particularly pronounced (more than 100%) for twisting imperfections at the top-level (“343/BW” and “343/BW/BW/BW”). For imperfect twisting at the mid-level (“343/PT/BW” and “343/PT/BW/BW”), the increase is already much smaller (less than 40%). A twisting imperfection at the strand-level (“343/PT/PT/BW”) has a negligible impact on the losses, showing that a perfect twisting is actually not required. Finally, the ideal twisting scheme (“343/PT/PT/PT”) matches perfectly with the methods presented in Section 4.2. At higher frequencies ($f \approx 1$ MHz, cf. Fig. 4.7), the effects of twisting imperfections disappear and imperfectly twisted HF litz wires feature even lower losses, due to the better current distribution with respect to the HF proximity effect losses [19,133,186,247]. However, litz wires are typically not operated in this region. The impact of the twisting schemes on the external field factor $K_H$ (cf. (4.1)) is negligible since the considered HF litz wires are correctly twisted in azimuthal direction and an integer number of pitches is chosen.

### 4.3.4 Simulation: Number of Pitches

The losses are further affected by the number of pitches (number of twisting periods) of the HF litz wire. For the sake of simplicity and brevity, only the twisting scheme “343/BW” is considered. However, the results are similar for the remaining five schemes since the impacts of the pitch lengths of the sub-bundles (e.g., mid-level and strand-level) are less critical [244]. Moreover, the radial twisting scheme is not critical for the case of an external magnetic field excitation, which is considered for this test.

If a non-integer number of pitches is used, the impedance asymmetry between the strands is leading to circulating currents, as shown in Fig. 4.8(a) for 5.5 pitches and an external magnetic field excitation (without current excitation in the HF litz wire). Fig. 4.8(b) illustrates the impact of the number of pitches on the external field factor $K_H$ (cf. (4.1)). The impact on $K_I$ is much smaller and, therefore, not considered.

The loss increase is particularly pronounced (more than 100%) for short HF litz wires which is critical for windings with reduced number of turns.
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![Diagram](image.png)

**Fig. 4.8:** (a) Amplitude of the strand currents for the twisting scheme “343/BW” with 5.5 pitches ($H_{ext} = 1 \text{ A/m}, I_{wire} = 0 \text{ A}$). (b) Factor $K_H$ (cf. (4.1)) for the twisting scheme “343/BW” and for different numbers of pitches compared to a perfectly twisted HF litz wire (cf. Fig. 4.3). A $343 \times 100 \mu\text{m}$ HF litz wire is considered (2.5 mm outer diameter).

As expected, the impacts of non-integer numbers of pitches is significantly reduced for increased lengths of the HF litz wire. At higher frequencies, the spatial distributions of the circulating currents change (cf. Fig. 4.8(a)), which leads to a mitigation of the losses due to circulating currents between the strands [19]. By contrast, as shown in Fig. 4.3, the factor $K_H$ of an ideal HF litz wire (circulating current inside the strands) increases rapidly over frequency. This implies that the effects of a non-integer number of pitches become negligible at higher frequencies.

The same effect appears for a winding with an integer number of pitches placed in a non-homogeneous external magnetic field (variable in the longitudinal direction). Such local variations, which are typically produced by the fringing fields of air gaps, also lead to circulating currents, as shown in Fig. 4.8(a). The proposed 2.5D PEEC solver is also able, if required, to deal with inhomogeneous external magnetic fields, where different external field patterns are applied to the different slices (cf. Subsection 4.3.1).

### 4.3.5 Analytical Approximations

Even though the 2.5D PEEC simulations are fast, analytical formulas are still required for a rapid assessment of the impacts of twisting imperfections on the losses. For computing the increase of the losses due a non-integer number of pitches or a non-homogeneous external field, the analytical formulas presented in [244] can be used. For the evaluation of different twisting schemes...
First, the twisting schemes “343/PT/PT/PT” and “343/BW”, which represent the extreme cases (cf. Fig. 4.6), are considered. Fig. 4.9(a) depicts the corresponding loss factors, $K_I$, and presents the different asymptotes. With these asymptotes, an expression for the frequency, $f_{c,BW,PT}$, where the two curves intersect, can be derived as

$$f_{c,BW,PT}(d_{outer}, d_s) \approx \frac{1024^{\frac{1}{3}}}{\pi \sigma \mu_0 F d_{outer}^{\frac{2}{3}} d_s^{\frac{1}{3}}}$$

(4.6)

where $\sigma$ is the conductivity and $d_s$ the diameter of the strands, $d_{outer}$ the external HF litz wire diameter, and $F$ the filling factor. It can be seen that a bunching of the all strands would be preferable for $f > f_{c,BW,PT}$, due to the superior HF properties, as explained in [133, 247]. However, HF litz wires are usually operated at $f < f_{c,BW,PT}$ such that twisting in radial direction is also required [25, 133, 247].

Radial twisting is difficult to achieve for large numbers of strands and a construction based on bundles with reduced numbers of single strands is preferred, instead. In case of HF litz wires with very high numbers of single strands, many levels of bundles are required, which makes the process of
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twisting difficult and expensive. According to the results depicted in Fig. 4.7, however, certain twisting imperfections can be acceptable. Therefore, an expression is required in order to assess the impacts of given imperfections on the expected losses.

Since imperfections in the top-most level are most critical and should be avoided (for \( f < f_{c, BW, PT} \)), a HF litz wire with the twisting scheme “PT \( \times \) BW” is selected and compared to a perfectly twisted HF litz wire (“PT \( \times \) PT”). The diameter of each bundle is \( d_{\text{bundle}} \) and the outer diameter of the HF litz wire is \( d_{\text{outer}} \). Fig. 4.9(b) shows the loss factors, \( K_I \), calculated for the single bunched bundles and the loss factor of the (complete) perfectly twisted HF litz wire. The corner frequencies for the perfectly twisted HF litz wire and the bundles, \( f_{c, PT} \) and \( f_{c, BW} \), can be expressed as

\[
f_{c, PT} (d_{\text{outer}}, d_s) \approx \frac{\sqrt{128}}{\pi \sigma \mu_0 F d_{\text{outer}} d_s},
\]

\[
f_{c, BW} (d_{\text{bundle}}) \approx \frac{16}{\pi \sigma \mu_0 F d_{\text{bundle}}^2}.
\]

In order to avoid that the eddy current losses in the bunched bundles lead to a considerable increase of the overall losses, the corner frequency of the bundles needs to be greater than the operating frequency or greater than the corner frequency of the perfectly twisted HF litz wire. However, at the corner frequency, the losses are already larger than the DC losses. Therefore, the corner frequency of the bundles should be approximately two times larger than the operating frequency. With this, the following condition for the diameter of each bundle is derived:

\[
d_{\text{bundle}} \left( f_{c, BW} \approx 2f \right) < \max \left\{ \frac{4}{\sqrt{\pi \sigma \mu_0 F f_{c, BW}}}, 2^{\frac{1}{2}} \sqrt{d_{\text{outer}} d_s} \right\}, \quad (4.9)
\]

where \( f_{c, BW} \) is the selected corner frequency and \( f \) the operating frequency. It can be noticed that, beyond a given frequency (when \( f_{c, BW} = f_{c, PT} \)), the diameter of the bundles does not need to be further reduced since the internal proximity effect losses of the perfectly twisted HF litz wire are larger than the loss arising from the twisting imperfections (cf. Fig. 4.9(b)). This matching of corner frequencies between the bundles and the ideal HF litz wire leads to

\[
d_{\text{bundle}} = 2^{\frac{1}{2}} \sqrt{d_{\text{outer}} d_s}, \quad \text{with} \quad f_{c, BW} = f_{c, PT}.
\]

This implies that a perfect twisting scheme is actually not required. A non-ideal HF litz wire respecting this last condition will feature (nearly) the same
losses as an ideally twisted HF litz wire. These results can also be generalized to HF litz wires with arbitrary numbers of twisting levels. The diameters of the largest bundles resulting from an imperfect twisting scheme (e.g., “BW”) should not exceed the value computed with (4.9) or (4.10).

The aforementioned analytical equations have been successfully verified with the presented 2.5D PEEC method. The analytical equations can be used for providing design guidelines for the construction of nearly ideal HF litz wires. A HF litz wire with a given outer diameter ($d_{\text{outer}}$) and strand diameter ($d_s$) is considered and the following design procedure (for $f < f_{c,BW,PT}$) is proposed:

▶ The diameter of the bundles ($d_{\text{bundle}}$, cf. (4.9) or (4.10)) is computed for the strand-level twisting. This strand-level bundle is composed of bunched strands. Using bundles with a smaller diameter only marginally reduces the losses but significantly increases the complexity of the twisting scheme and, potentially, reduces the filling factor.

▶ From the obtained diameters ($d_{\text{bundle}}$) and the specified outer diameter ($d_{\text{outer}}$), the number of bundles is extracted, considering the achievable filling factor between the bundles.

▶ If the number of bundles is too large (typically more than six) for a “PT $\times$ BW” twisting scheme additional mid-level twisting steps should be added (e.g., “PT $\times$ PT $\times$ BW”).

Now, it is possible to consider the aforementioned effects (e.g., non ideal twisting and number of pitches) and apply the corresponding models (2.5D PEEC and analytical equations) to a real component (e.g., transformer, choke, and inductors) featuring non-ideal HF litz wires.

### 4.4 Measurements of Twisting Imperfections

A MV/MF transformer (7.5 kHz, 65 kW) is considered, cf. Fig. 4.10. This transformer is used in a DC-DC converter composing a multi-cell “MEGAlink” SST [50,53,105]. It should be noted that these ratings differ from the MV/MF transformer used for the SST demonstrator presented in Subsection 1.7.2. This choice has been dictated by the necessity of analyzing a MF transformer using non-ideal litz wires.

The considered MV/MF transformer features a shell-type arrangement with a nanocrystalline core (E-core). Tab. 4.2 summarizes the relevant parameters of the windings and the employed HF litz wires. All measurements are
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Fig. 4.10: (a) Considered MV/MF transformer (7.5 kHz, 65 kW). (b) MV/LV windings without the magnetic core. More information about this prototype can be found in [50, 53, 105].

Tab. 4.2: MV/MF Transformer (7.5 kHz, 65 kW)

<table>
<thead>
<tr>
<th>Name</th>
<th>MV winding</th>
<th>LV winding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>±1.1 kV</td>
<td>±0.8 kV</td>
</tr>
<tr>
<td>RMS current</td>
<td>70 A</td>
<td>95 A</td>
</tr>
<tr>
<td>Winding size</td>
<td>6.0 × 72 mm</td>
<td>8.1 × 70 mm</td>
</tr>
<tr>
<td>Litz wire profile</td>
<td>Rectangular</td>
<td>Rectangular</td>
</tr>
<tr>
<td>Litz wire size</td>
<td>6.0 × 6.0 mm</td>
<td>8.1 × 8.1 mm</td>
</tr>
<tr>
<td>Number of strands</td>
<td>700 × 200 µm</td>
<td>1000 × 200 µm</td>
</tr>
<tr>
<td>Twisting Scheme</td>
<td>BW × PT × BW</td>
<td>BW × BW × BW</td>
</tr>
<tr>
<td>Number of wires</td>
<td>7 × 5 × 20</td>
<td>7 × [10, 11] × 14</td>
</tr>
</tbody>
</table>
conducted with the magnetic (nanocrystalline) core being installed in order to obtain a realistic distribution of the magnetic field. The simulations employ the method presented in Fig. 4.4 and the external magnetic field is calculated with FEM simulations [228]. The number of pitches is very large (more than 70 for each winding), hence, an integer number of pitches has been assumed in the simulations.

In a first step, the current distribution among the bundles of the MV winding has been measured at different frequencies, with a short-circuit being applied to the LV winding. Fig. 4.11(a) shows the structure of the HF litz wire of the MV winding, for which an untwisted bundle is present in the center (“BW” at the top-level twisting, cf. Fig. 4.5(c)). This center bundle has been removed in Fig. 4.11(b) to highlight the twisting scheme of the HF litz wire. This HF litz wire does not respect the aforementioned requirements (cf. (4.9) and (4.10)). Therefore, an unequal current distribution (cf. Fig. 4.6) among the bundles is expected.

Fig. 4.12 shows the measured current in the center bundle and the total current (in the seven bundles) at different frequencies. Fig. 4.13 depicts the ratio of the currents in the center bundle to the total current (in the seven bundles), with respect to amplitude and phase. As expected, the phase of the current in the center bundle is slowly drifting from 0° to −180°, cf. Fig. 4.6. Therefore, it appears that measuring the amplitude of the current in the center bundle is insufficient since almost only the phase is affected by the imperfect twisting. A very good agreement between simulations (2.5D PEEC method)

---

**Fig. 4.11:** (a) Twisting scheme of the top-level bundles (“BW”, cf. Fig. 4.5) of the MV winding where seven bundles are present. (b) Photography of the HF litz wire structure for the MV winding where the untwisted bundle in the center has been removed.
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Fig. 4.12: Measured currents at (a) 1 kHz, (b) 6 kHz, (c) 20 kHz, and (d) 50 kHz in the MV winding. The current in the center bundle ($I_{\text{center}}$) and the total current ($I_{\text{wire}}$) are shown.

Fig. 4.13: (a) Amplitude and (b) phase of the current in the center bundle ($I_{\text{center}}$) compared to the total current ($I_{\text{wire}}$) in the MV winding. The simulations (2.5D PEEC method) and the measurements are compared.
and measurements is achieved. Furthermore, it is found that the presence of the magnetic core has only a minor impact on the current distribution in the HF litz wire (in both, simulations and measurements).

In a second step, the winding losses have been measured with a “Yokogawa WT3000” power analyzer (LV winding short-circuited) [252]. In the course of this measurement, the ratio $R_{AC}/R_{DC}$ is determined (cf. (4.2)). Due to the current distribution during short-circuit operation, this ratio quantifies the HF losses of both windings (cf. Chapter 3) [125]. Fig. 4.14 presents a comparative evaluation of the results for the simulations and the measurements conducted with the non-ideal HF litz wires and, in addition, includes the simulation results for hypothetical perfectly twisted HF litz wires. At $10\,\text{kHz}$ (near the operating frequency), the resistance ratio for hypothetical perfectly twisted HF litz wires is $1.27$, the simulated ratio for the non-ideal HF litz wires is $1.79$, and the measurement returns $1.93$. Hence, the mismatch between expected losses with perfectly twisted HF litz wires and the measurements ($52\%$) implies that the hypothesis of perfectly twisted HF litz wires is not valid. The deviation between the 2.5D PEEC simulations and the measurements is only $8\%$, implying that the proposed approach features a high accuracy.

4.5 Summary

This chapter investigates the implications of imperfections in HF litz wires (e.g., number of pitches and twisting scheme) on the losses and particularly focuses on imperfect twisting which is commonly observed in commercially
available HF litz wires. A fast 2.5D PEEC solver, which is able to simulate HF litz wires with thousands of strands, has been implemented to simulate the current distribution among the strands and to determine the losses.

According to the results obtained from the analysis of different types of imperfect twisting schemes, it is found that imperfect twisting, in particular of the top-level bundles, can lead to a significant increase of the losses due to eddy currents (up to 100 % increase). It is also found that imperfections may be tolerated at sub-bundle-levels. In this context, simple analytical expressions are derived and the results are summarized in design guidelines for the construction of suitable HF litz wires. Furthermore, an increase of the losses is to be expected for windings with low numbers of pitches and/or non-homogeneous external magnetic fields.

The presented method is finally applied to a MV/MF transformer prototype (7.5 kHz, 65 kW), which employs imperfectly twisted HF litz wires, for experimental verification. Both, the measured current distribution among the bundles and the losses, are in good agreement with the simulations. The imperfections of the HF litz wires lead to an increase of the winding losses by 52 %.
Chapter Abstract

This chapter analyzes the design, construction, and measurements of the MV/MF transformer (±3.5 kV to ±400 V, 48 kHz, 25 kW) used in the DC-DC converter of the considered SST demonstrator. First, the transformer parameters are optimized. An optimal design is selected and the transformer construction process is explained in detail (e.g. insulation vacuum potting). Afterwards, the equivalent circuit and the losses of the transformer are measured. Finally, the efficiency is extracted for the operation of the transformer inside the considered DC-DC converter. The realized MV/MF transformer prototype features a power density of 7.4 kW/l (121 kW/in³, 4.0 kW/kg, and 1.8 kW/lb) and achieves a full-load measured efficiency of 99.65%.

5.1 Introduction

As mentioned in Chapter 2, the design of MF transformers involves many parameters and trade-offs, which are best analyzed using multi-objective optimization [16–18, 22, 23, 115]. However, it is not straightforward to construct a high performance MF transformer from optimization results. Several problems can appear, such as limited availability of components (e.g., litz wire and core), model inaccuracies, manufacturability, manufacturing tolerances (e.g., litz wire, coil former, and core), fault handling capabilities (e.g., short-circuit and saturation), impact of the CM capacitances, and impact of resonance frequencies in the range of the switching frequency [25, 82, 156, 159, 160]. Moreover, the measurement of a highly efficient MF transformer is also a challenging task due to the ratios between the losses, the transferred power,
and the reactive power. Therefore, this chapter first presents the optimization of a highly efficient MF transformer operated with MV and, afterwards, the practical challenges appearing during the CAD design, construction, and measurement of a prototype.

The SRC-DCX of the single-cell SST demonstrator presented in Subsection 1.7.2 is considered. The MV/MF transformer (±3.5 kV to ±400 V, 48 kHz, 25 kW) of the SRC-DCX is designed according to the specifications shown in Tab. 5.1. The limitations for the magnetizing current and the magnetic coupling are necessary for the ZVS modulation scheme of the SRC-DCX (cf. Chapter 8) [88]. The requirements on the efficiency (99.6 %) and the power density (5 kW/l) for the MV/MF transformer originate from the performance target of the complete DC-DC: 99.0 % and 2.5 kW/l (cf. Subsection 1.7.2). It has to be noted that the transformer is subject to particularly high electrical CM and DM voltages, such that the insulation materials, insulation geometry, and electric field stress must be examined carefully, as well as the impact of the insulation on the thermal performance.

This chapter is organized as follows. In Section 5.2 the design space of the transformer is first evaluated. Subsequently, an optimal design is selected. The construction of the prototype is examined in Section 5.3 and the properties (e.g., short-circuit, saturation, resonance, insulation testing, thermal response) of the realized transformer are measured in Section 5.4. Finally, Section 5.5 presents the measured and simulated losses.

### Tab. 5.1: Specifications of the MV/MF Transformer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>SRC-DCX</td>
</tr>
<tr>
<td>Power</td>
<td>25.0 kW</td>
</tr>
<tr>
<td>Voltage</td>
<td>±3.5 kV (DM) / ±400 V (DM)</td>
</tr>
<tr>
<td>Magnetizing current</td>
<td>3.5 A (minimum value) / MV side</td>
</tr>
<tr>
<td>Magnetic coupling</td>
<td>95 % (minimum value)</td>
</tr>
<tr>
<td>Cooling</td>
<td>Forced-air cooling / 40 °C ambient</td>
</tr>
<tr>
<td>Insulation</td>
<td>Dry-type / 15 kV (CM voltage)</td>
</tr>
<tr>
<td>Efficiency</td>
<td>99.6 % (minimum value)</td>
</tr>
<tr>
<td>Power density</td>
<td>5 kW/l (minimum value)</td>
</tr>
</tbody>
</table>
5.2 Optimization

This section defines and justifies the different assumptions made during the design process of the transformer. Afterwards, the transformer is optimized with analytical equations and the impact of the MV insulation on the achievable performance is highlighted. Finally, the selected design is presented.

5.2.1 Design Space Restrictions

The number of degrees of freedom of the transformer design (e.g., geometry, core, winding, and insulation) is extremely large and, therefore, would lead to an optimization problem with problematic modeling and computational costs. Therefore, the design space of the MV/MF transformer is restricted and, in the following, only the design combinations which can, potentially, lead to an optimal design are considered for the Pareto optimization.

From the different possible geometries (cf. Fig. 1.9), the following choices are made. Planar windings are not considered since they are not adapted for realizing a high power MV/MF transformer [117,119]. Coaxial transformers are also excluded since it is difficult to achieve a large voltage transfer ratio [63, 120–122]. The integration of a low magnetizing inductance (e.g., air gap) is also problematic for coaxial transformers. Core-type transformers would also be an option but are difficult to design for large voltage transfer ratios and MV insulation. The fact that both windings are divided between the limbs is increasing the number of required cable terminations and the complexity of the insulation. Therefore, designs featuring an E-core or a U-core with a shell-type arrangement (cf. Fig. 1.9), which represent the typical choice for MV/MF transformers, are considered for the Pareto optimization, [25, 64, 114, 115, 137, 172, 205].

For the winding geometry, foil conductors and litz wires are the common choices for MF transformers. Foil conductors are not considered for the following reasons [18,19]. Typically, foil windings are interleaved for reducing the proximity effect losses, which is not possible in the case at hand due to the MV insulation requirements [167,168]. Moreover, the presence of an air gap, which is necessary to obtain the desired magnetizing current, massively increase the losses of foil conductors [250]. Therefore, litz wires are considered since they offer low HF losses and a great design flexibility [16,18,129]. Due to the insulation requirements, it has been found that an interleaving of the windings is not advantageous.

For the selection of the core material, three different options are typically used: amorphous, nanocrystalline, and ferrite. Amorphous materials are
Tab. 5.2: Optimization Parameters of the MV/MF Transformer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>[20, 70] kHz</td>
</tr>
<tr>
<td>Core type</td>
<td>E-core / U-core</td>
</tr>
<tr>
<td>Core material</td>
<td>Ferrite / “BLINZINGER BFM8” [256]</td>
</tr>
<tr>
<td>Core geometry</td>
<td>[0.25, 6.0], cross section aspect ratio</td>
</tr>
<tr>
<td>Flux density</td>
<td>[50, 250] mT</td>
</tr>
<tr>
<td>Winding type</td>
<td>Shell-type / litz wire</td>
</tr>
<tr>
<td>Current density</td>
<td>[0.5, 10.0] A/mm²</td>
</tr>
<tr>
<td>Litz wire strands</td>
<td>71 µm / 100 µm / 200 µm</td>
</tr>
<tr>
<td>Number of layer</td>
<td>[1, 2], LV winding / [2, 4], MV winding</td>
</tr>
<tr>
<td>Number of turns</td>
<td>[3, 15], LV side / [25, 130], MV winding</td>
</tr>
<tr>
<td>Insulation thickness</td>
<td>4 mm, around the MV winding</td>
</tr>
</tbody>
</table>

not further considered since the hysteresis and eddy current losses are too important for reaching the fixed target efficiency [21, 22, 91]. Nanocrystalline materials are typically used for frequencies below 20 kHz [61–63, 116]. For higher frequencies, the eddy current losses are rapidly increasing [25, 27, 253]. Moreover, the presence of air gaps is also critical with nanocrystalline cores [127, 254]. Finally, the presence of large capacitively coupled voltages in the core, can create short-circuits between the nanocrystalline layers [255]. For all these reasons, ferrite cores, which do not feature the aforementioned problems, are selected for the design process.

The thermal management of the transformer is based on heat conduction and forced air cooling [91, 139]. With the fixed target efficiency, water cooling is not required. Dry-type materials are selected for the electrical insulation. The power level of the transformer is not sufficient to justify the overhead linked to oil insulation (e.g., oil tank, expansion tank, and dehybridation breather) [15, 61].

5.2.2 Optimization Results

The following analytical models are used for the optimization of the transformer. The magnetic field in the winding window and the leakage inductance are computed with the mirroring method [16, 19, 229]. With the obtained field, the winding losses (with the skin and proximity effects) are analytically
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computed [18, 19]. The magnetizing inductance and the flux inside the core are obtained with a reluctance circuit, which considers the air gap fringing field [19, 124]. The core losses are computed with the iGSE using a loss map (frequency, flux density, and temperature dependences) [91, 128]. The dielectric losses are estimated with the formulas proposed in Chapter 7 [153, 154]. Finally, a lumped thermal model is used, where the coupling between the temperature distribution and the losses is considered [17, 91, 115, 138]. A model of the SRC-DCX operated at the resonance frequency is used for computing the currents and voltages applied to the transformer, cf. Chapter 8 [88].

Tab. 5.2 lists the parameters used for the optimization of the MV/MF transformer. The switching frequency is limited by the ZVS switching losses of the semiconductors, such that frequencies above 70 kHz are not expected to be advantageous [111, 112]. The ferrite material “BLINZINGER BFM8” is considered [256]. This material, which is equivalent to the well-known “TDK N87”, has been selected due to the availability of cores with large cross-sections and winding windows. Ferrite materials with higher performances exist, but are usually expensive and, therefore, not available for large core shapes [216, 219, 221]. The optimization is conducted with the core shapes and the litz wire diameters considered as free parameters (not restricted by the commercially available sizes). In order to capture the local minima of the design space (cf. Chapter 2), a brute force algorithm is used [22].

Fig. 5.1(a) shows the obtained volume/efficiency Pareto front of the considered MV/MF transformer. As expected (cf. Chapter 2), there is a trend towards higher efficiencies and power densities for increased operating frequencies [22]. However, above 50 kHz, the efficiency can only be marginally improved, which is due to fact that the optimum is always flat with respect to the operating frequency (cf. Chapter 2) [22]. Fig. 5.1(b) depicts the same Pareto front, where the electrical insulation requirements are ignored (e.g., insulation distances and dielectric losses). These designs are naturally invalid but are presented to highlight the critical impact of the insulation on the achievable performance. It can be concluded that the performance of MV/MF transformers cannot be directly compared to those of LV/MF transformers. More precisely, the electrical insulation impacts the performance in several ways:

- The insulation volume decreases the winding filling factor. This has a direct impact on the achievable power density. Moreover, the insulation material limits the heat extraction capabilities of the windings (cf. Chapter 2) [22].
Chapter 5. MV/MF Transformer Prototype

Fig. 5.1: (a) Boxed volume/efficiency Pareto optimization of the MV/MF transformer for different operating frequencies (3.5 million designs). (b) Volume/efficiency Pareto optimization of the MV/MF transformer for different operating frequencies, where the electrical insulation requirements are ignored (4.9 million designs). The optimization does not include the volume of the fan and the cable terminations. The losses of the fan are, however, included.
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![Graph: Pareto front for power density and efficiency ranges](image)

**Fig. 5.2:** Boxed volume/efficiency Pareto optimization of the MV/MF transformer for different operating frequencies. The selected design is highlighted, where the simulated (analytical models and FEM simulations) and the measured values are shown. The boxed volume of the selected design is indicated with and without the volume of fan and the cable terminations. The optimization does not include the volume of the fan and the cable terminations. The losses of the fan are, however, included.

- The reduced filling factor of the winding (or the increased winding window area) has also a critical impact of the core volume required for achieving a given core cross-section. Therefore, the core losses, which are proportional to the core volume, are increased (cf. Chapter 2) [22].

- The dielectric losses, originating from the insulation, are also decreasing the efficiency of the MV/MF transformer (cf. Chapter 7) [153, 154]. Moreover, the dielectric losses in the insulation can lead to thermal runaways.

### 5.2.3 Design Selection

Fig. 5.2 depicts the Pareto front (cf. Fig. 5.1(a)) for the relevant power density and efficiency ranges. From the optimization results, it can be identified that frequencies above 50 kHz are suboptimal since a small reduction of the transformer losses would be compensated by an increase of the semiconductor switching losses [111, 111, 198]. Therefore, a switching frequency of 48 kHz
is selected. Moreover, this frequency (48 kHz instead of 50 kHz) is advantageous for respecting EMI standards, which can apply to the LV side of the converter [257, 258].

It should be noted that the obtained design space is restricted by the available core shapes and litz wire diameters, which are not considered during the Pareto optimization. Considering these limitations, the following design has been selected:

▶ **Core** - The magnetic core is composed of three “U93/60/30” ferrite core sets stacked together [256]. For obtaining an optimal filling factor, the limbs of a standard “U93/76/30” core are cut in order to obtain the desired “U93/60/30” core [256]. It should be noted that, theoretically, designs based on E-cores feature slightly higher power densities. Nevertheless, a design based on U-cores has been selected due to the improved cooling capability of U-core transformers (larger exposed area of the winding package). Moreover, the winding window of typical E-cores is too narrow for accommodating the MV insulation.

▶ **Windings** - A turns ratio of 52 : 6 is selected. The LV and MV windings are realized with a 2500 × 100 µm litz wire and a 630 × 71 µm litz wire, respectively. The LV winding is arranged on one layer and the MV winding on three layers.

The aforementioned analytical method is applied to the selected design and an efficiency of 99.67% is obtained with a power density of 9.6 kW/l (cf. Fig. 5.2). The peak flux density in the core is 125 mT, the RMS current density is 3.7 A/mm² for the LV winding and 3.3 A/mm² for the MV winding. The ratio between the core and the winding losses is close to one, which is slightly higher than the theoretical optimum (cf. Chapter 2) [22]. This trade-off is made in order to obtain reduced winding losses at the cost of slightly increased core losses. The reason behind this choice is the increased thermal resistance of the windings (due to the MV insulation) compared to the low thermal resistance of the ferrite core.

At a power density of 9.6 kW/l and an operating frequency of 50 kHz, the maximum power density achievable in the optimization is 99.70% and the selected design achieves 99.67%. This implies that the availability of core shapes and litz wire diameters is only marginally impacting the achieved performance (0.03%). This can be explained by the design space diversity of MF transformers (cf. Chapter 2), which offers many possibilities to accommodate the available parameters and components [22].
5.3 Design and Construction

The section describes the design of the transformer from the selected specifications (e.g., concerning geometry, coil formers, and terminations). Afterwards, the construction process of the transformer is described with a special focus on the insulation design. The vacuum potting process of the windings is also described in detail.

5.3.1 Transformer Design

Fig. 5.3 shows the transformer CAD design and Tab. 5.3 depicts the corresponding design parameters. As explained above, the design is based on a U-core configuration with shell-type arrangement. The key considerations, leading to such a design, are listed as follows:

- The three U-cores (“U93/60/30”) are stacked together [256]. A distance (1 mm) is kept between the stacked cores for taking the geometrical tolerances of the cores into considerations. Moreover, this distance decouples the resonance modes of the ferrite cores (dimensional resonance), which can be critical for large ferrite cores [259, 260].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>48.0 kHz</td>
</tr>
<tr>
<td>Windings</td>
<td>52 : 6 turns / litz wire / shell-type</td>
</tr>
<tr>
<td>MV wire</td>
<td>630 × 71µm / three layers / two chambers</td>
</tr>
<tr>
<td>LV wire</td>
<td>2500 × 100 µm / single layer</td>
</tr>
<tr>
<td>Core type</td>
<td>Ferrite BFM8 / 3 × U93/60/30 / 2500 mm²</td>
</tr>
<tr>
<td>Air gaps</td>
<td>2 × 1.1 mm</td>
</tr>
<tr>
<td>Insulation type</td>
<td>Dry-type / vacuum potting</td>
</tr>
<tr>
<td>Insulation material</td>
<td>Silicone / “Dow Corning TC4605 HLV”</td>
</tr>
<tr>
<td>Insulation thickness</td>
<td>4.0 mm (around the MV winding)</td>
</tr>
<tr>
<td>Insulation rating</td>
<td>15 kV (CM voltage)</td>
</tr>
<tr>
<td>Boxed volume</td>
<td>2.6 l (transformer)</td>
</tr>
<tr>
<td>Boxed volume</td>
<td>3.4 l (transformer, fan, and terminations)</td>
</tr>
<tr>
<td>Mass</td>
<td>6.2 kg (transformer, fan, and terminations)</td>
</tr>
</tbody>
</table>
It was the end of a long journey.
Difficult but fun
Would I do it again? YES
LV terminations
Winding package
Ferrite core
Temperature monitoring
MV terminations
Grounding
Air duct
MV/MF Transformer Prototype

**Fig. 5.3:** CAD rendering of the MV/MF transformer. For the rendering, a transparent winding package is considered, even if the used material is, in reality, not transparent. The fan providing forced air cooling is not shown in this picture.
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- In order to obtain enough current for ZVS, the magnetizing inductance of the transformer should be reduced. For this reason, an air gap (2 × 1.1 mm) is introduced between the core halves (for both limbs). The air gap also ensures an equal flux sharing between the core sets [25, 27].

- The ferrite cores (all core sets) are grounded with respect to the LV side of the DC-DC converter. This is required to prevent large voltages to appear on the core, which would cause insulation issues for the LV winding. Such voltages can originate from AC capacitive coupling or from DC leakage currents. Contacting ferrite cores is a difficult task and it has been found that using a silver-based epoxy glue (“MG Chemicals 8331”) produces the best results [261].

- The complete winding package is encapsulated in a plastic cover. Air channels (4 mm) are placed between the core window and the winding package. These air channels are used for the cooling of the winding, where a single 120 mm fan is used (“NMB 11925SA-12Q”) for creating the air flow [262]. Moreover, these air channels are limiting the thermal and capacitive couplings between the winding package and the core.

Due to the electrical insulation constraints, the realization of the winding package is especially critical. Fig. 5.4 shows the assembly of the winding package and Fig. 5.5 depicts the winding package geometry and the winding scheme in detail. The insulation concept is described as follows:

- The LV winding is placed near the core limb (cf. Fig. 5.4) for several reasons: this winding arrangement improves the cooling of the MV winding, which is critical [63, 139]. Furthermore, the capacitance between the MV winding and the core is reduced, and the realization of the MV cable terminations is facilitated.

- The LV winding is placed directly on a 3D printed polycarbonate coil former (cf. Fig. 5.5) [263]. The litz wire is directly composed of the bare strands (no wrapping) [264]. The original wrapping of the litz wire (Mylar) has been removed in order to allow for the potting material (silicone) to flow inside the litz wire for improving the thermal conductivity. Afterwards, Mylar foils are placed between the turns for guaranteeing the DM insulation. No additional MV insulation (except the coil former) is required between the LV winding and the core since the core is grounded with respect to the LV side.
Fig. 5.4: Step-by-step assembly of the MV/MF transformer, where the magnetic core, the winding terminations, the grounding bars, the coil formers, the windings, and the potting mold are shown.
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Two NTC temperature sensors “Vishay NTCS0805E3104FXT” are placed inside the windings [265]. These sensors are placed between the LV winding and the MV winding inside the core window, where the highest temperatures are expected. The NTC sensors are positioned right next to the LV winding, such that the LV litz wires are shielding the sensors from the electric field coming from the MV winding (cf. Fig. 5.5).

The MV winding is wound on a 3D printed polycarbonate coil former (cf. Fig. 5.5) [263]. The considered litz wire features a nylon wrapping, which together with the insulating capabilities of the strands, guarantees the insulation between the turns [266]. Such a wrapping (nylon thread) allows the potting material (silicone) to flow inside the litz wire in order to improve the thermal performance and prevent cavities inside the winding. The MV winding is divided in two chambers and three layers (cf. Fig. 5.5). Such a winding scheme reduces the voltage stress between the layers and the winding capacitance [155]. Windings with more than two chambers are suboptimal due to the space required by the walls placed between the chambers. Moreover, a construction with two chambers and three layers features two key practical advantages. First, the winding process is started between the chambers and no crossing of the wires between the layers is required. Secondly, the fact that both winding terminals are located outside the transformer facilitates the realization of the MV cable terminations (no crossing required). Polypropylene spacers are placed between the layers for the
DM insulation, where the material has been chosen for its low losses and high breakdown strength [267].

- The two coil formers with the corresponding windings are assembled concentrically where the insulation distances are guaranteed by spacers, without producing critical creepage paths. Finally, a mold cover (3D printed polycarbonate) is placed over both windings in order to close the winding package. The assembly of the two coil formers is shown in Fig. 5.4.

- All the terminations (MV winding, LV winding, and ground) are placed at the top of the transformer, near the winding head. The litz wires are soldered with copper screw contacts, which feature low losses, as analyzed in [27, 186, 242]. The MV cable terminations respect the required creepage and clearance distances. The LV cable terminations are built for allowing the direct connection of coplanar busbars. Polycarbonate covers are placed on top of the cable terminations (cf. Fig. 5.4) [263].

- Finally, the complete winding package (coil former, winding, and terminations) is potted with a vacuum process. The silicone elastomer “Dow Corning TC4605 HLV” has been chosen for its reduced losses and high thermal conductivity (cf. Chapter 7) [154, 268]. The different parts, and more particularly the MV coil former, are designed such that the potting material can easily flow everywhere.

In the course of the design, the maximum operating temperature of the different components should be examined. The magnetic core should be kept under $120 \degree C$ for limiting the losses [256]. The maximum operating temperatures of the different elements composing the winding package are extracted from the datasheets: $155 \degree C$ for the litz wires [264, 266], $200 \degree C$ for the silicone [268], $138 \degree C$ for the polycarbonate coil formers [263], and $121 \degree C$ for the polypropylene spacers [267]. Therefore, the maximum operating temperature of the transformer is $120 \degree C$.

It should be noted that the volume of cable terminations and the fan, which were not considered in the optimization process, increases the boxed volume from 2.61 to 3.41 and, therefore, reduces the power density from 9.6 kW/l to 7.4 kW/l (cf. Fig. 5.2). The total mass of the transformer is 6.2 kg, which leads to a gravimetric power density of 4.0 kW/kg. However, the mass of the transformer was not considered as an objective during the optimization process.
Tab. 5.4: Creepage and Clearance of the MV/MF Transformer

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearance</td>
<td>Prototype values</td>
</tr>
<tr>
<td></td>
<td>40.0 mm (between MV terminals)</td>
</tr>
<tr>
<td></td>
<td>37.0 mm (between MV terminals and ground)</td>
</tr>
<tr>
<td>Clearance</td>
<td>IEC 60950-1 (primary circuit) [269]</td>
</tr>
<tr>
<td></td>
<td>17.5 mm for 7.0 kV (peak) / 4.9 kV (RMS)</td>
</tr>
<tr>
<td></td>
<td>37.0 mm for 14.0 kV (peak) / 9.9 kV (RMS)</td>
</tr>
<tr>
<td>Creepage</td>
<td>Prototype values</td>
</tr>
<tr>
<td></td>
<td>120.0 mm (between MV terminals)</td>
</tr>
<tr>
<td></td>
<td>87.0 mm (between MV terminals and ground)</td>
</tr>
<tr>
<td>Creepage</td>
<td>IEC 60950-1 (pollution degree 2, material group II) [269]</td>
</tr>
<tr>
<td></td>
<td>36 mm for 7.1 kV (peak) / 5.0 kV (RMS)</td>
</tr>
<tr>
<td></td>
<td>56 mm for 11.3 kV (peak) / 8.0 kV (RMS)</td>
</tr>
<tr>
<td></td>
<td>90 mm for 17.7 kV (peak) / 12.5 kV (RMS)</td>
</tr>
</tbody>
</table>

5.3.2 Insulation Capabilities

The MV insulation capabilities of the transformer should also be examined. Creepage and clearance distances in the air are only present between the terminals since the complete winding package is encapsulated in silicone. The norm IEC 60950-1 determines the applicable values, where it should be noted that PWM voltages are not directly considered in the norm [269]. Tab. 5.4 shows the creepage and clearance distances of the prototype and compares the obtained value to the norm. It appears that the selected distances are sufficient for a peak voltage of 14 kV, which is significantly above the maximum operating voltage of 7 kV (cf. Subsection 1.7.2).

The DM voltage level, inside the insulation, is limited by the insulation between two layers of the MV winding. The total DM voltage is 3.5 kV and the maximum voltage between two layers is 1.2 kV (two chambers and three layers are used). The insulation thickness between the layers is 0.8 mm and, therefore, the electric field is approximately 1.5 kV/mm. This value is much lower than the breakdown electric field of the polypropylene spacers (40 kV/mm) and the silicone potting material (24 kV/mm) [267, 268]. The voltage between two turns is 66 V and, therefore, well below the breakdown voltage of the litz wire insulation [266].
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The CM insulation capabilities are an important aspect of the transformer. The CM voltages applied to the insulation can have multiple origins: the selected converter topology (e.g., split DC-bus half-bridge configuration), the nodes used for the grounding of the power electronic bridges (e.g., DC-bus midpoint, DC-bus negative rail, AC-DC front-end), and/or the grounding schemes of the different grids (e.g., solid-earthing, resistive earthing, or unearthed operation). The CM voltages applied to the considered SST demonstrator are analyzed in detail in Chapter 6 and Chapter 7 [143, 154]. The thickness of the CM insulation, placed around the MV winding, is 4 mm. However, due to prototyping constraints, the polycarbonate coil formers are realized with 3D printing and, therefore, cannot be considered as a reliable insulation material [263]. Hence, only the 3 mm of silicone insulation (given that the coil former thicknesses is 1 mm) are considered for the evaluation of the insulation stress. With the desired CM insulation capability, which has been fixed to 15 kV, an electric field of 5 kV/mm is obtained. This value is much lower than the limit of the silicone potting material (24 kV/mm) [268].

The comparison between the breakdown electric field and the applied electric field should be considered with care. The electric field in the insulation is not homogeneous and local hot spots can exist. Furthermore, the breakdown voltage can be lowered by several factors such as aging, partial discharges, thermal stress, and dielectric losses [146, 148, 149, 151, 192, 193, 270]. Finally, a critical impact of the MV/MF PWM voltages with fast transitions has been identified in [146–149, 152, 170]. Therefore, the electric field in the insulation should be well below the breakdown electric field. Chapter 6 and Chapter 7 analyze the electric field distribution and the dielectric losses in the insulation in more detail [143, 154].

Moreover, the transformer should be able, eventually, to deal with surge overvoltages during abnormal situations [79, 80, 142, 271]. For the considered AC grid voltage (cf. Subsection 1.7.2), with a phase-to-neutral RMS voltage of 3.8 kV (6.6 kV phase-to-phase RMS voltage), a lightning surge level of 60 kV (IEC 1.2/50 µs surge) and an applied voltage test of 20 kV (RMS value for 60 s), as specified in [272]. Nevertheless, this standard is meant for LF transformers and is not directly applicable to SSTs [79, 80]. A new standard, which was not yet published during the design process of the considered transformer, exists for MV power converters but is only applicable to complete converter systems and not specifically to MF transformers [273]. For these reasons, the surge rating of the transformer is not further examined.
5.3.3 Construction and Vacuum Potting

Fig. 5.6 depicts the assembly process of the winding package and Fig. 5.7 shows the realized prototype. The realization and the vacuum pressure potting of the winding package are critical for obtaining a reliable electrical insulation and are described in the following. During the complete construction process of the winding package, the presence of dust should be avoided since it can compromise the quality of the insulation. Moreover, the materials, adhesives, and solvents used during the construction process should be carefully checked together with the silicone rubber (“Dow Corning TC4605 HLV”) used for the potting [268]. Many chemicals, such as amines, amides, nitriles, and alcohols, can inhibit partially or totally the curing of the silicone [274]. More specifically, many cyanoacrylate-based instant adhesives and UV-curing adhesives have been identified as unsuitable for the realization of the winding package. The cyanoacrylate two-component instant adhesive “Loctite 3090” has been found to be compatible with the used silicone rubber [275].

After the assembly of the winding package, two pipes are glued to the extremities in order to create the inlet and outlet for the potting process. For the considered vacuum potting process, the winding package is placed into a vacuum vessel. Hence, a perfect sealing of the coil former is not required since the winding package itself is not used as a vacuum vessel. However, the sealing tightness of the winding package should be good enough for preventing any leakage of the liquid silicone before the curing. The sealing tightness of the coil former has been checked with the injection of pressurized air between the inlet and outlet.

Fig. 5.8 depicts, schematically, the silicone vacuum pressure potting process and Fig. 5.9 shows the utilized setup. This process guarantees a winding package, which is free of cavities or other imperfections, in order to prevent partial discharges and breakdowns. The vacuum pressure potting process can be described as follows:

- First, the two components composing the silicone are mixed [268]. The “Dow Corning TC4605 HLV” silicone contains a filler in order to increase the thermal conductivity [268]. Therefore, an electric mixer is required in order to obtain a homogeneous liquid silicone.

- The liquid silicone is placed in the right vacuum vessel and the winding package and the collecting tray are accommodated in the left vacuum vessel. The valves 2 and 5 are closed and the valves 1, 3, 4, and 6 are opened. With a vacuum pump, both vessels are evacuated down to a pressure of 30 mbar. Since there is no silicone in the collecting tray,
Fig. 5.6: Step-by-step assembly of the MV/MF transformer prototype: (a) LV winding, (b) MV winding, and (c) LV and MV windings.
Fig. 5.7: Picture of the completed MV/MF transformer prototype. The dimensions of the transformer are given in the figure. The fan providing forced air cooling is not shown in this picture.
Vacuum Potting Process with Silicone
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Fig. 5.8: Schematic drawing of the silicone vacuum pressure potting process. First, the air is evacuated to devolatilize the liquid silicone, for both vessels. Then, the pressure in the right vessel is slightly increased, pressing the silicone through the tubes into the sealed winding package. When the winding package is full, the silicone flows into a collecting tray. After the filling process, the pressure is increased to the atmospheric pressure again, in order to compress possible vacuum cavities. Finally, the silicone is cured in an oven.
Fig. 5.9: Picture of the silicone vacuum pressure potting setup for the transformer winding package. The vessel containing the liquid silicone and the vessel containing the winding package and the collecting tray can be seen.
the pipes and the winding package are evacuated as well. It should be noted that a too high vacuum is not desirable since some compounds of the silicone would start to vaporize.

- After a certain time (ca. 10 minutes), when the liquid silicone is de-volatilized, valves 4 and 6 are closed. The pressure in the right vacuum vessel is then slightly increased by slowly and shortly opening the valve 2. The pressure difference between the two vessels presses the liquid silicone into the pipes. A pressure difference of ca. 300 mbar is required for this process.

- The liquid silicone starts to flow into the winding package. The inlet is placed at the bottom of the winding package and the outlet at the top, such that the potting process is done against the gravitational force. This guarantees that, when the silicone starts to flow out from the outlet, the winding package is completely filled.

- To remove possible cavities inside the winding package, the potting process continues until ca. 300 ml of liquid silicone are present in the collecting tray. At this point, the valve 1 is closed for preventing the silicone the flow further. Then the valves 2, 4, and 5 are opened and both vessels are pressurized again to atmospheric pressure, compressing possible vacuum cavities inside the winding package. This process should be done slowly in order to avoid any brutal (de)compression of the vacuum vessels.

- The vacuum vessels are opened, and the tubes entering and leaving the winding package are clamped to avoid any further flow of the silicone. During this process, the pipe ending into the collecting tray should remain immersed in order to prevent air to go into the winding package.

- Finally, the winding package is cured for several hours (at least 4 hours) at 120 °C in order to cure the silicone and to activate the adhesion of the silicone to the coil formers and litz wires. This is necessary to avoid voids between the insulation and the windings (delamination). The best results regarding adhesion are achieved when the temperature is applied immediately after the potting process.
5.4 Experimental Testing

The section describes the experimental testing of the realized prototype. First, the short-circuit behavior, the saturation limit, and the impedances (inductances and capacitances) are examined. Afterwards, the impact of the resonances on the operation of the transformer is studied. Finally, the insulation testing and the thermal model are described. The different measurements are compared to FEM simulations.

5.4.1 Short-Circuit and Saturation

The short-circuit and open-circuit behaviors of the transformer have been measured with an “ed-k DPG10/1000A” power choke tester [237]. Fig. 5.10 depicts
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Tab. 5.5: Large Signal Parameters of the MV/MF Transformer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meas.</th>
<th>Sim.</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>LV / open-circuit</td>
<td>57.1 µH</td>
<td>62.3 µH</td>
<td>9.1 %</td>
</tr>
<tr>
<td>MV / open-circuit</td>
<td>4.44 mH</td>
<td>4.68 mH</td>
<td>5.4 %</td>
</tr>
<tr>
<td>LV / short-circuit</td>
<td>2.65 µH</td>
<td>2.46 µH</td>
<td>7.2 %</td>
</tr>
<tr>
<td>MV / short-circuit</td>
<td>205.2 µH</td>
<td>185.1 µH</td>
<td>9.8 %</td>
</tr>
</tbody>
</table>

the obtained small-signal differential inductances for different bias currents. As expected, the transformer is operated far away from the saturation limit. Moreover, the transformer is able to withstand short-circuit currents which are significantly larger than the nominal currents. The nominal currents are computed in Chapter 8 [88].

The inductance values are extracted from the measurements at the nominal peak current and compared to the results obtained from FEM simulations [228]. Tab. 5.5 shows the obtained results. For all measurements, the error between the simulations and the measurements is below 10%. Moreover, it is concluded that the obtained magnetizing current (ca. 4 A) and magnetic coupling factor (ca. 97%) match the specifications fixed in Tab. 5.1.

5.4.2 Impedance Measurements

The short-circuit and open-circuit impedances have been measured, from the LV and MV side, with an “Agilent 4924A” precision impedance analyzer [236]. Moreover, the CM impedances across the galvanic insulation are also critical parameters for a MV/MF transformer. Therefore, the following CM impedances have been measured:

- **Core to MV+LV** - The CM impedance is measured with respect to the ground. The first electrode is composed of the LV and MV windings, which are connected together, and the second electrode represents the magnetic core. This capacitance is shown for the sake of completeness but is not excited during the operation of the converter since the core is grounded together with the LV side of the converter.

- **MV to LV+Core** - The CM impedance is measured with respect to the MV winding. The first electrode is composed of the LV winding and the magnetic core, which are connected together, and the second electrode
represents the MV winding. This impedance characterizes the relevant CM path during a CM excitation of the MV winding.

Fig. 5.11 depicts the obtained results. The inductance and capacitance values are extracted from the measurements at the switching frequency (48 kHz) and compared to the results obtained from FEM simulations [228]. Tab. 5.6 shows the obtained results. For all measurements, the error between the simulations and the measurements is below 10% for the inductances and below 15% for the CM capacitances.

### 5.4.3 Resonances

In Fig. 5.11, different resonances can be observed above the switching frequency (48 kHz). These resonances can be excited by the harmonics contained in the PWM voltages applied to the transformer and, therefore, should be examined in detail [156, 159–161]. Resonances can also produce EMI issues, additional losses, and can lead to critical insulation stress (uneven voltage sharing between the turns) [155, 156, 276]. For analyzing the resonances, it should be noted that the transformer is operated inside a SRC-DCX (cf. Subsection 1.7.2). In such a converter, the transformer is placed between two power electronic bridges, which represent voltage sources.

For open-circuit operation (cf. Figs. 5.11(a)-(b)), the first resonance occurs at 340 kHz. However, this resonance features a high impedance (parallel resonance) and, therefore, no oscillations can occur when the circuit is fed by a voltage source. The first critical resonance (series resonance) occurs at 1.5 MHz, when the circuit is fed on the LV side. This case is shown in Fig. 5.12, where the LV winding is fed by an inverter (LV bridge of the SRC-DCX, cf. Subsection 1.7.2) with an open-circuited MV winding. Massive oscillations...
Fig. 5.11: Open-circuit, short-circuit, and CM impedance for different frequencies [236]. (a) LV winding open-circuit, (b) MV winding open-circuit, (c) LV winding short-circuit, (d) MV winding short-circuit, (e) CM capacitance with respect to the core, and (d) CM capacitance with respect to the MV winding. The switching frequency (48 kHz) is marked with a black dot (“OP”). The different resonance frequencies are also labeled.
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**Fig. 5.12:** (a) Measured voltages and (b) current during open-circuit operation. The LV side is fed by an inverter (50 kHz) with an open-circuited MV winding. The duration of the switching transitions is 130 ns. The oscillations, occurring after the switching transitions, feature a frequency of 1.4 MHz. Due to the linearity of the equivalent circuit, an arbitrary test voltage can be chosen.

are present at 1.4 MHz, which is close to the measured resonance frequency of 1.5 MHz. The deviation can be explained by the busbar inductance and the capacitance of the voltage probes. The oscillations are so large that the inverter voltage, which is connected to the LV winding, is also ringing. However, inside the SRC-DCX, the transformer is operated between two voltage sources. Therefore, the open-circuit resonances of the transformer are not excited inside the converter and are not critical.

For short-circuit operation (cf. Figs. 5.11(c)-(d)), the resonances occurring at 1.6 MHz and 22 MHz feature high impedances (parallel resonances) and, again, no oscillations can occur when the circuit is fed by a voltage source. The first critical resonance (series resonance) occurs at 18 MHz, when the circuit is fed on the MV side. The case is shown in Fig. 5.13, where the MV winding is fed by an inverter (LV bridge of the SRC-DCX, cf. Subsection 1.7.2) with a short-circuited LV winding. Even if the switching transition duration (150 ns) is much faster than the values obtained with the MV SiC MOSFETs, no oscillations are occurring [111, 112]. This implies that the short-circuit resonances, which are critical for the operation of the transformer inside the SRC-DCX, are not problematic for the realized prototype [156].

For the CM resonance (cf. Figs. 5.11(f)), the first critical frequency is located at 1.8 MHz. At this frequency, the CM impedance is extremely low, leading to a quasi-short-circuit across the galvanic insulation. Fig. 5.14 shows the measurement results where the CM capacitance between the MV and LV windings is excited by an inverter (MV bridge of the SRC-DCX, cf. Subsection 1.7.2). For this test, the magnetic core is connected with the LV winding,
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Fig. 5.13: (a) Measured voltage and (b) currents during short-circuit operation. The MV side is fed by an inverter (50 kHz) with a short-circuited LV winding. The duration of the switching transitions is 150 ns. Due to the linearity of the equivalent circuit, an arbitrary test voltage can be chosen.

Fig. 5.14: (a) Measured voltage and (b) current during a CM transient applied between the MV and LV windings. The magnetic core is connected with the LV winding. Different switching transition durations are considered. The oscillations, occurring after the switching transition, feature a frequency of 1.8 MHz.
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![Fig. 5.15: (a) Simulated voltage and (b) current during a CM transient applied between the MV and LV windings. The magnetic core is connected with the LV winding. Different switching transition durations are considered between 300 ns and 1000 ns.](image)

which also represents the operating condition occurring in the SRC-DCX. The switching speed of the MOSFETs is adjusted with the ZVS current, which is provided by a parallel inductor featuring an adjustable air gap. During the switching transition, the displacement current across the insulation is measured. After the end of the switching transition, oscillations at 1.8 MHz are visible. However, it should be noted that these oscillations are below 0.4 A, which is thirty time smaller than the peak load current flowing on the MV side.

In Fig. 5.14, it can be seen, as expected, that the amplitude of the current peak during the switching transition depends directly on the switching speed. However, the amplitude of the oscillations, occurring during and after the switching transitions, are not directly related to the switching speed. For example, the oscillations are larger for a switching transition duration of 880 ns compared to 610 ns or 1200 ns. This phenomenon is analyzed in Fig. 5.15 by simulations. Voltage transitions with different durations are applied and the currents are reconstructed, in frequency domain, using the curve measured in Fig. 5.11(f). It can be seen that the oscillations are minimum for a switching duration of 560 ns. With this switching duration, only one period of the oscillation is present (1/1.8 MHz ≈ 560 ns). Therefore, at the end of the switching transition, the resonant current is zero and can be immediately interrupted.

It can be concluded that the transformer exhibits open-circuit oscillations, which, however, are not excited with the considered SRC-DCX. The short-circuit resonances are occurring at HF and, therefore, are not critical. Small CM resonances are occurring but can be suppressed by an appropriate choice
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**Tab. 5.7:** Insulation Test Voltages of the MV/MF Transformer

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>±15.0 kV DC</td>
</tr>
<tr>
<td>CM</td>
<td>±15 kV AC (peak) / 50 Hz</td>
</tr>
<tr>
<td>CM</td>
<td>±3.8 kV AC (peak) / 50 kHz</td>
</tr>
<tr>
<td>CM</td>
<td>±3.8 kV AC (peak) / 100 kHz</td>
</tr>
<tr>
<td>CM</td>
<td>±3.5 kV PWM / 50 kHz</td>
</tr>
<tr>
<td>DM</td>
<td>±3.8 kV AC (peak) / 50 kHz</td>
</tr>
<tr>
<td>DM</td>
<td>±3.8 kV AC (peak) / 100 kHz</td>
</tr>
<tr>
<td>DM</td>
<td>±3.5 kV PWM / 50 kHz</td>
</tr>
</tbody>
</table>

of the switching transition duration. Finally, it should be noted that the capacitive currents flowing during a switching transition, even if they are not critical, are subtracted from the current available for ZVS. Nevertheless, it can be seen in Fig. 5.13 and Fig. 5.14 that the capacitive currents are small compared to the nominal currents.

### 5.4.4 Insulation Testing

First, the DC insulation resistance has been measured with a “Megger MIT410” insulation tester [277]. A resistance of 25 GΩ has been measured between the MV winding and the LV winding (the magnetic core is connected with the LV winding). This represents a leakage current of 280 nA for an applied voltage of 7 kV. The measured resistance is significantly higher (more than a hundred times) than the minimum values specified in [278, 279] for electrical machines. However, the DC resistance of a new insulation system is only a poor indicator of the quality of the insulation [278]. Therefore, the DC leakage resistance only indicates that the insulation does not feature obvious flaws and that the potting process is properly done.

The CM insulation of the transformer is tested between the MV winding and the LV winding. During this test, the magnetic core is connected with the LV winding. The DM insulation of the MV winding has also been tested. The considered voltage levels, waveforms, and frequencies, which are equal or greater than the applied voltages during nominal operations, are summarized in Tab. 5.7. The transformer prototype has not been tested with higher voltages to avoid an eventual destruction of the unique prototype. However, such tests
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have been performed on a test coil featuring the same insulation material ("Dow Corning TC4605 HLV") and the same vacuum potting process [268]. This test coil features an insulation gap of 1.6 mm (silicone) and has been successfully tested for one hour with 20 kV DC [268]. This implies that the realized prototype, which features an insulation gap of 4 mm (3 mm of silicone and 1 mm of polycarbonate) should be able to withstand at least 30 kV of CM voltage [263, 268].

The measurement of partial discharges is a complex process and the interpretation of the partial discharge patterns requires empirical knowledge, which is not yet available for MV/MF transformers [280–282]. Furthermore, it has been shown, for electric drives, that the presence of MF PWM voltages has a critical impact on the partial discharges, such that the measurements cannot be conducted with standard setups [148, 149, 270, 282, 283]. Additionally, the coil formers of the prototype are realized with a 3D printer, due to fast prototyping constraints. In [284], it has been identified that such materials feature voids (pores), which are critical for partial discharges. Therefore, for partial discharge measurements, another prototype should be realized, where an industrial process (e.g., injection moulding) is used for realizing the coil former. For all these reasons, partial discharge tests have not been carried with the prototype. However, the peak electric field values simulated in Chapter 7 are below 23 kV/cm inside the insulation and below 19 kV/cm at the surface of the insulation, which is lower than the ionization electric field of air (ca. 25 kV/cm) [142, 154, 285, 286]. Therefore, partial discharges and surface discharges are not expected during rated operation [142, 287, 288]. Furthermore, the electric field at the surface of the insulation could be further reduced with the shielding concept presented in Chapter 6 [143].

5.4.5 Thermal Model

The thermal model of the transformer is based on FEM simulations [25, 139, 228]. Inside the transformer, only heat conduction processes are present (potted winding package). The heat extraction from the winding package and the core to the ambient is done with a forced convection process. The characteristic curve (pressure flow diagram) of the considered fan ("NMB 11925SA-12Q") is also integrated into the model [262].

The thermal performance of the prototype has been measured in a calorimeter, which features a controlled ambient temperature (water heat exchanger). For the measurements, four NTC temperature sensors are placed as shown in Fig. 5.16. It has been identified that NTCs are less sensitive
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**Fig. 5.16:** Placement of the four NTC temperature sensors used to verify the thermal performance of the MV/MF transformer [265]. All four sensors are placed close to the middle of the transformer with respect to the $z$ axis.

**Tab. 5.8:** Thermal Performance of the MV/MF Transformer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meas.</th>
<th>Sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Short-circuit / 45 W winding losses / 50 °C amb.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winding temperature / inside</td>
<td>86 °C</td>
<td>83 °C</td>
</tr>
<tr>
<td>Winding temperature / outside</td>
<td>61 °C</td>
<td>58 °C</td>
</tr>
<tr>
<td>Core temperature / inside</td>
<td>66 °C</td>
<td>63 °C</td>
</tr>
<tr>
<td>Core temperature / outside</td>
<td>64 °C</td>
<td>60 °C</td>
</tr>
<tr>
<td><strong>Open-circuit / 41 W core losses / 40 °C amb.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winding temperature / inside</td>
<td>56 °C</td>
<td>52 °C</td>
</tr>
<tr>
<td>Winding temperature / outside</td>
<td>46 °C</td>
<td>45 °C</td>
</tr>
<tr>
<td>Core temperature / inside</td>
<td>65 °C</td>
<td>60 °C</td>
</tr>
<tr>
<td>Core temperature / outside</td>
<td>62 °C</td>
<td>59 °C</td>
</tr>
</tbody>
</table>
(compared to thermocouples) to electromagnetic disturbances originating from the PWM switching transitions. Due to the air channels placed between the winding package and the magnetic core, the thermal coupling between these two components is quite low. Therefore, the thermal model is verified with two different tests, which feature the following loss distributions:

- **Winding losses** - The transformer is operated in short-circuit (supplied from the MV side) and 45 W of winding losses are generated (in both windings). The ambient temperature is controlled to 50 °C and the fan of the transformer is running. The measured thermal time constant during this operating mode is ca. 19 min.

- **Core losses** - The transformer is operated in open-circuit (supplied from the LV side) and 41 W of core losses are generated. The small amount of winding losses, generated with the magnetizing current, are also considered. The ambient temperature is controlled to 40 °C and the fan of the transformer is running. The measured thermal time constant during this operating mode is ca. 18 min.

Tab. 5.8 shows the obtained temperature in steady-state. The maximum temperature deviation is 5 °C and the maximum relative error of the temperature elevation is 25%. The considered winding and core losses match the expected losses during rated operation (83 W at 25 kW with an efficiency of 99.67 %). For estimating the temperature during rated operation, the temperature elevations shown in Tab. 5.8 are added (superposition principle), which represents a conservative approach. The obtained maximum temperature elevation is below 60 °C, which implies that the transformer is operated well below the thermal limit (120 °C). Moreover, the measured thermal time constant shows that the steady state is reached only after ca. 90 min. On the other hand, this indicates that the transformer could be massively overloaded for several minutes.

### 5.5 Losses Measurements

The section describes the measurements of the losses of the realized prototype (e.g., winding and core). Different measurement methods (electrical and calorimetric) are presented and compared to FEM simulations. Finally, the efficiency of transformer inside the SRC-DCX is considered.
Fig. 5.17: (a) Measured MV side voltages and (b) winding currents during short-circuit operation at 50 kHz. The MV winding is fed with a short-circuited LV winding. The currents \( i_{LV} \) and \( i_{MV} \) are almost 90° phase shifted with respect to the voltage \( v_{MV} \). A series capacitor is used on the MV side to compensate the reactive power. Therefore, the voltage delivered by the source \( v_{src} \) is almost in phase with the currents and the losses can be easily measured.

5.5.1 Winding Losses

The winding losses are simulated with a hybrid method. The magnetic field in the winding window is extracted from FEM simulations \([228]\). Afterwards, the HF losses of the litz wires are computed with Bessel functions \([19, 25, 78]\). The considered litz wires respect the guidelines defined in Chapter 4, for the twisting scheme and the pitch length \([135]\). Therefore, perfectly twisted litz wires are assumed for the loss computations.

The winding losses of the prototype are measured during short-circuit operation. For limiting the current supplied by the source and the impact of parasitic busbar resistances, the transformer is supplied from the MV side and the LV winding is short-circuited. In the SRC-DCX (cf. Chapter 8), the currents applied to the transformer are quasi-sinusoidal \([88]\). Therefore, sinusoidal currents are considered for the measurements. The main challenge for the measurement of the winding resistance is the low power factor. The leakage inductance of the transformer is, due to the insulation distances, large. The expected power factor during short-circuit condition (at 48 kHz) is approximately equal to 0.008. Accordingly, small measurement errors can have a decisive impact on the achieved accuracy. Three different measurement methods are considered:

- **Impedance meas.** - The impedance is measured with an “Agilent 4924A” precision impedance analyzer \([236]\). For obtaining the resistance of the winding, the real part of the impedance is extracted. This measurement
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is easy to obtain but features a limited accuracy due to the low power factor. Due to the linearity of the involved processes, the winding losses can be measured with reduced voltages and scaled afterwards.

▶ Electrical meas. - A series capacitor is placed in order to compensate the reactive power flowing in the leakage inductance. The system is fed by a linear amplifier, which is delivering the losses. Due to the reactive power compensation, the losses can be measured with high accuracy. However, the losses of the busbars and of the series capacitor are also measured. Therefore, low losses film capacitors are used for the reactive power compensation [289]. Fig. 5.17 depicts the measured waveforms.

▶ Calorimetric meas. - The complete transformer is placed in a calorimeter and the losses are measured in steady state [290]. A highly accurate calorimeter consisting of two isolated chambers with water cooling is used [291]. This method is the most accurate but also features the highest complexity and time requirement. For the different frequencies, the current amplitude is adapted in order to generate constant losses and, therefore, obtain similar temperature distributions.

Fig. 5.18 depicts the measured and simulated losses at different frequencies. A very good matching is observed between the measurements and the simulations. As expected, the calorimetric measurement method is the most accurate method. At the switching frequency (48 Hz), the error between the calorimetrically measured and the simulated losses is 6% and the ratio between the AC and DC resistance is 1.23. Therefore, it can be concluded that the modeling of the winding losses of the transformer is correct and accurate.

5.5.2 Core Losses

The core losses are also simulated with a hybrid method. The magnetic flux in the core is extracted from FEM simulations [228]. Afterwards, the empirical iGSE equation is used for extracting the core losses [19, 128]. For the iGSE, the Steinmetz parameters of the core material are required (for sinusoidal excitation). The core losses have been measured for the considered material (“BLINZINGER BFM8”) with two “U93/60/30” core halves (without air gap) [256]. The core loss measurement method presented in [292, 293], which features a sensing winding for measuring the flux and a series capacitor for compensating the reactive power, is used. An error analysis shows that the uncertainty of this measurement method is ±5%. Operating points with
Fig. 5.18: (a) Winding losses measured with the impedance analyzer and with the electric method (25 °C winding temperature). (b) Winding losses measured with the calorimetric method (85 °C hot spot winding temperature, 50 °C ambient temperature). The measurement uncertainties and the simulated losses are indicated. The measured losses are scaled with respect to the current in order to obtain the AC resistance (related to the MV side) of the transformer. The difference between the two simulated curves is explained by the different winding temperatures.
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![Graphs of Terminal Voltages and Winding Currents](image)

**Fig. 5.19:** (a) Measured terminal voltages and (b) winding currents during open-circuit operation at 50 kHz. The LV winding is fed with an open-circuited MV winding. The voltages \(v_{LV}\) and \(v_{MV}\) are almost 90° phase shifted with respect to the current \(i_{LV}\). A series capacitor is inserted on the LV side to compensate the reactive power. Therefore, the voltage delivered by the source \(v_{src}\) is almost in phase with the current and the losses can be easily measured.

different frequencies (between 30 kHz and 100 kHz), flux densities (between 80 mT and 180 mT), and temperatures (between 25 °C and 95 °C) have been measured. Afterwards, the Steinmetz parameters are extracted at the different operating points by interpolating between the 36 measured points [19, 91].

The winding losses of the prototype are measured during open-circuit operation of the transformer. For limiting the voltage supplied by the source, the transformer is supplied from the LV winding. The main challenge for the measurement of the core losses is, again, the low power factor. The magnetizing inductance of the transformer is, due to the presence of an air gap, relatively low. The expected power factor during nominal condition (48 kHz, 400 V, PWM voltages) is 0.006. Two different measurement methods are considered for measuring the core losses and the winding losses associated with the magnetizing current:

- **Electrical meas.** - A series capacitor is placed in order to compensate the reactive power flowing in the magnetizing inductance. The system is fed by a linear amplifier, which is delivering the losses. Due to the reactive power compensation, the losses can be measured with high accuracy. However, the losses of the busbars and of the series capacitor are also measured. Again, low losses film capacitors are used for the reactive power compensation [289]. Due to the resonance circuit, only sinusoidal voltages can be applied, which does not correspond to the PWM voltages used in the SRC-DCX (cf. Chapter 8) [88]. However,
measurements with sinusoidal voltages are also interesting for validating the simulation models. Fig. 5.19 depicts the measured waveforms.

▶ Calorimetric meas. - The complete transformer is placed in a calorimeter and the losses are measured in steady state [290]. A highly accurate calorimeter consisting of two isolated chambers with water cooling is used [291]. This method is extremely accurate but also time-consuming. Due to the resonance frequency of the transformer (cf. Fig. 5.12), PWM voltages cannot be applied to the realized winding package. Therefore, another winding package, which only features the LV winding (same litz wire, same number of turns, and same geometry), has been realized for this measurement. The fact that the MV winding is not present does not change the losses, except for the proximity effect losses in the MV winding, which are below 500 mW for the considered operating conditions. Fig. 5.20 depicts the measured waveforms. It should be noted that, depending on the applied voltages and frequencies, the losses vary and, therefore, the core temperature is not constant.

Fig. 5.18 depicts the measured and simulated losses at different voltages and frequencies. The measured losses are slightly higher than the simulated losses, which could be explained by flux crowding near the air gaps or the corners, uneven flux sharing between the paralleled core sets, or modeling inaccuracies of the empirical iGSE method [19, 25, 128]. However, close to the nominal condition (50 kHz, 400 V, PWM voltages), the error between the calorimetrically measured and the simulated losses is only 11%. Therefore, it is
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Fig. 5.21: (a) Core losses measured with the electric method (25 °C core temperature). (b) Core losses measured with the calorimetric method ([52, 65] °C surface hot spot core temperature, 40 °C ambient temperature). The measurement uncertainties and the simulated losses (black curves) are indicated. For the simulations, the temperature variations of the magnetic core and the conduction losses due to the magnetizing current are considered.

concluded that the model used for extracting the core losses of the transformer is valid.

5.5.3 Other Losses

The losses of the fan (“NMB 11925SA-12Q”) are measured electrically and are equal to 5.8 W, which is low for a 25 kW transformer [262]. This indicates that, if required, a more powerful fan could be easily mounted for improving the thermal performance or the rated power of the transformer. The realized prototype does not feature any metallic cooling elements (e.g., heat sink and/or heat extractor), which could produce eddy current losses [25, 167].

The dielectric losses inside the insulation are calculated and measured in detail in Chapter 7 [154]. It is found that the dielectric losses are 8.4 W, which is not negligible for a highly efficient transformer. The leakage current losses through the insulation are negligible. The losses due to the displacement currents flowing through the resistive ferrite core have been simulated are also extremely small (below 2 W).
5.5.4 Efficiency

For determining the efficiency, the total losses of the transformer inside the SRC-DCX (cf. Subsection 1.7.2) must be simulated. The aforementioned loss models and thermal models are combined as shown in Fig. 5.22. This workflow is based on FEM simulations and considers the cross coupling between the losses and the temperature distribution [91, 114, 115, 228]. The spatial dependence of the losses and the frequency and temperature dependences of the material parameters are considered (i.e. non-uniform loss distribution). For each point (mesh element), the losses are computed with the applied stress (magnetic flux, electric field, or current density) and temperature. The consideration of a non-uniform loss distribution is required for modeling an eventual thermal runaway, which would occur locally, at temperature hot spots. An iterative process is used in order to find the equilibrium temperature distribution with the corresponding local values of the material parameters. The waveforms applied to the transformer by the SRC-DCX are described in Chapter 8 [88]. Fig. 5.23 depicts the obtained results. An efficiency of 99.69% is simulated at 25 kW. Moreover, it appears that the transformer can be operated at 35 kW (40% overload) without experiencing a thermal runaway.

The measurement of the losses, by subtracting the input and output power, is extremely difficult for a MV/MF component featuring an efficiency above 99.0%, which is clearly the case for the realized prototype. The power measurement error of high-end power analyzers is above ±0.7% at 50 kHz [252, 294]. Additionally, the error of MV/MF voltage dividers is
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Fig. 5.23: (a) Simulated loss breakdown and (b) temperatures (averaged and hot spot) for the MV/MF transformer. The workflow shown in Fig. 5.22 is considered for the simulations with an ambient temperature of 40 °C.

above ±0.3 % at 50 kHz [295]. Moreover, the applied PWM voltages contain significant harmonics up to 1 MHz. Hence, the combination of all the measurement uncertainties would lead to a measurement error above ±1.5 %, which indicates that it is impossible to extract the efficiency by subtracting the input and output power of the transformer. Calorimetric measurements of the complete transformer are possible but would require the construction of a custom measurement device. The calorimeter used for the core and winding losses cannot accommodate MV/MF bushings [291]. Furthermore, due to its extensive volume (2.4 m³), the calorimeter cannot be easily be placed inside a Faraday cage [291]. Finally, the inductance of the supply cable (mostly on the LV side), would increase the series inductance (leakage inductance) and would perturb the operation of the SRC-DCX.

For all these reasons, another approach has been pursued. The measured winding, core, dielectric, and fan losses are combined for obtaining the total losses. The currents, voltages, and the switching transition durations measured inside the SRC-DCX are considered for assembling the different losses, cf. Chapter 8 [88]. The main limit of this approach is that the impact of the temperature on the losses is not exactly considered. The winding and the dielectric losses are increasing with the temperature while the core losses are reduced. However, the considered prototype features a low thermal coupling between the winding package and the magnetic core (due to the presence of
Fig. 5.24: (a) Measured loss breakdown between the different components for the MV/MF transformer. (a) Measured efficiency of the MV/MF transformer with the corresponding measurement tolerance. The simulated efficiency (cf. Fig. 5.23) is also shown. The black dots represent the measured operating points of the SRC-DCX, for which the different loss components are assembled.

The different results are depicted in Fig. 5.2, where the analytically optimized design (99.67 % and 9.6 kW/l), the numerically simulated prototype
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(99.69 % and 7.4 kW/l), and the measured prototype (99.65 % and 7.4 kW/l) are shown. From this comparison, it is concluded that the chosen optimization and simulation approaches are valid and lead to a quasi-optimal prototype. The specified efficiency and power density (cf. Tab. 5.1), which are required for achieving the targets set for the complete SRC-DCX, have been reached.

5.6 Summary

This chapter studies the design, construction, and measurement of the MV/MF converter (±3.5 kV to ±400 V, 48 kHz, 25 kW) used in the considered SST demonstrator (cf. Subsection 1.7.2). First, the transformer is optimized with analytical models and the optimal design is extracted. Afterwards, the CAD design and construction of the prototype are detailed with a particular focus on the vacuum potting of the insulation.

The realized prototype is characterized with respect to the short-circuit behavior, the saturation limit, the impedances (inductances and capacitances), the resonances, the insulation testing, and the thermal model. Afterwards, the winding, core, and dielectric losses are measured. Calorimetric measurements, electrical measurements, and FEM simulations are successfully compared.

Finally, the total losses of the transformer inside the SRC-DCX are simulated and measured. The prototype features a power density of 7.4 kW/l (121 kW/in³, 4.0 kW/kg, and 1.8 kW/lb) and achieves a simulated full-load efficiency of 99.69 %, whereas the measured full-load efficiency is 99.65 %.
The introduction of MV SiC MOSFETs devices enables the usage of higher power converter operating voltages, switching frequencies, and commutation speeds. This implies that MF and HF transients are applied to passive components, and particularly to inductors and transformers. Together with the operation at MV, this leads to challenging situations with respect to CM currents, parasitic resonances, insulation stresses, and EMI issues. The electric field is the key parameter for the aforementioned effects. Therefore, this chapter analyzes the electric field distribution (in the insulation, at the surface, and in the air) for the MV/MF transformer ($\pm 3.5$ kV to $\pm 400$ V, $48$ kHz, $25$ kW) used in the DC-DC converter of the considered SST demonstrator. For reducing the electric field, a suitable shield is designed. It is found that the shield drastically reduces the electric field at the surface of the transformer and in the air without increasing the losses.

### 6.1 Introduction

The increased voltages (up to $15$ kV), switching frequencies (up to $200$ kHz), and commutation speeds (up to $100$ kV/$\mu$s) applied to MV/MF transformers and inductors by MV SiC MOSFETs create new challenges [108–110]. As already mentioned in Chapter 2, an increased switching frequency has a direct impact on the core losses (eddy currents and hysteresis) and winding losses (skin and proximity effects) [19, 22, 25, 167, 168]. Additionally, the increased voltages and switching speeds lead to large CM currents [171], more intense excitations of parasitic resonances of the transformer [156, 159–161], and issues related to electrical insulation stress, such as dielectric losses or
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partial discharges [63, 64, 141, 146–149]. For all these effects, it is necessary to study the magnetic and electric field patterns of MV/MF transformers in more detail [82, 105, 191].

Usually, the magnetic field is only calculated inside the transformer (analytically or numerically) for obtaining the equivalent circuit and the losses. However, the scattered magnetic field originating from the transformer is also an important parameter, which can produce losses in metallic elements placed near the transformer (e.g., heat sinks) and disturbances in electronic circuitry [25, 158, 162]. Additionally, the scattered electric field allows for displacement currents and/or capacitively coupled voltages due to the parasitic capacitances between the transformer and surrounding metallic elements, which can also cause disturbances in control and sensing circuitry [162, 190, 296] and electrical insulation issues for non-earthed parts (e.g., heat sinks, magnetic cores, and fans) [25]. The stray capacitances between the windings also provide HF conduction paths, which create and/or transmit conducted EMI across the galvanic isolation [156, 159, 160, 171].

The electric field inside the insulation is also a critical parameter for MV transformers and should be well-defined for a large frequency range (DC, MF, and HF). Exceedingly high electric field values (inside the insulation or at the surface) produce partial and/or surface discharges, which damage the insulation and lead to breakdowns and flashovers [142, 191, 193, 285, 288, 297]. This is particularly critical for MV/MF transformers operated with PWM voltages featuring fast switching transitions. Such voltages have been identified as harmful (compared to MV/LF sinusoidal voltages) for the insulation materials [144–149, 153, 154].

Therefore, this chapter analyzes the magnetic and electric field patterns with a special focus on MV/MF PWM voltages with fast switching transitions created by MV SiC MOSFETs. Section 6.2 presents the considered DC-DC converter structure and the MV/MF transformer. The electric and magnetic field patterns of the transformer are analyzed in Section 6.3. Finally, in Section 6.4, different shielding concepts, which reduce the electric field without increasing the losses, are presented.

6.2 MV/MF Transformer

The DC-DC converter of the SST demonstrator presented in Subsection 1.7.2 is considered. This 25 kW converter consists of the single-cell SRC-DCX operated at 48 kHz between a 7 kV DC bus and a 400 V DC bus. The design of the MV/MF transformer is described in Chapter 5. In [105, 153], the MV/MF
transformers of single-cell DC-DC converters have been identified as particularly critical with respect to the electric fields since a single transformer has to deal with the complete CM and DM voltages [64, 82, 105, 142]. Therefore, the considered system is particularly well-suited for an electric field analysis.

It should be noted that several small differences exist between the system simulated in this chapter and the constructed demonstrator prototype (cf. Chapter 5). In this chapter, the impact of the AC-DC stage on the MV/MF transformer (CM voltages) is not considered (cf. Subsection 1.7.2). The switching frequency of the DC-DC converter is set to 50 kHz, even if the demonstrator prototype is operated at 48 kHz. The number of turns for the MV winding is slightly different (54 in this chapter and 52 for the constructed demonstrator prototype). Moreover, the insulation thickness is slightly different (1 mm additional CM insulation thickness for the constructed demonstrator prototype). However, these differences have no significant impact on the presented results.

Figs. 6.1(a)-(b) shows the circuit topology of the DC-DC converter and the corresponding MV/MF transformer. The stray inductance of the transformer, together with the series capacitor located on the LV side, is used as
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Fig. 6.2: (a) Simulated transformer voltages and (b) currents at the nominal power (25 kW). The power flow is oriented from the MV side to the LV side. The turns ratio of the transformer is $n = 54 : 6$ and the operating frequency 50 kHz.

Fig. 6.3: (a) Measured ZVS transition for the MV side with (b) the RMS spectrum envelope. The switching transition is measured with a ZVS current of 4 A \([111,112]\). This current corresponds to the value obtained with the magnetizing inductance of the transformer.
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a resonant tank and the converter is operated at the resonance frequency (cf. Chapter 8) [88]. Fig. 6.2 depicts the corresponding currents and voltages applied to the transformer. ZVS is achieved with the magnetizing current of the transformer [82,83,86]. This implies that the switched current is small (quasi-ZCS) and nearly load-independent. Hence, the switching transition, shown in Fig. 6.3, features a limited speed [111,112]. Compared to the DC-DC DABs presented in [153,156,160], this reduced switching speed limits the CM currents, the EMI emissions, and the excitation of the transformer resonances.

Different possibilities exist for the grounding of the converter: solid-earthing, resistive earthing, or unearthed operation [79,80]. Furthermore, different connecting nodes can be considered for the earthing: DC-bus mid-point, DC-bus negative rail, or nodes placed outside the DC-DC converter (e.g., AC-DC front-end). In this chapter, both DC-bus negative rails are earthed (solid earthing). The first terminal of the MV winding, which is connected to the DC-bus mid-point, has a constant potential of 3.5 kV. The second terminal of the MV winding, which is connected to the switch node, shows a steplike changing potential between 0 kV and 7 kV (PWM voltage). Therefore, the DM voltage applied to the MV winding is ±3.5 kV. Additionally, a rectangular voltage, with an average value of 3.5 kV, is also applied to the MV winding [105]. Altogether, a CM DC voltage, a CM PWM voltage, and a DM PWM voltage are applied to the transformer insulation and the peak voltage is 7 kV.

The relevant CM capacitances of the transformer are shown in Fig. 6.1(c) where $C_{MV,LV}$ is the capacitance between the windings, $C_{GND}$ the capacitance between the MV winding and the earth connection of the transformer (core), and $C_{stray}$ the parasitic capacitance between the MV winding and earthed elements placed outside the transformer. A non-conductive frame is placed around the transformer (cf. Fig. 6.4). Additionally, a copper plane, which could represent the control PCB of the converter, is placed on the top of the transformer, near the transformer terminations (cf. Fig. 6.4). These two elements (frame and copper plane) are used to define quantitative figures of merit for the scattered field and the associated coupled disturbances originating from the transformer.

6.3 Magnetic and Electric Field Analysis

With these data, it is possible to compute the magnetic and electric fields by means of frequency-dependent FEM analysis using the waveforms shown in Fig. 6.2, i.e. including the harmonics [228]. In this section, the transformer is
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**Fig. 6.4:** Schematic cut side view and cut core window view of the transformer. The non-conductive frame is located 10 mm away from the transformer boundaries and is used for evaluating the scattered fields. At the top of the frame, a copper plane (90 × 80 mm, 75 µm) is placed. This plane, which represents the control PCB of the converter, is used to evaluate the coupled disturbances.

**Tab. 6.1:** Nomenclature (Voltages, Currents, and Fields)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>{V, I}</td>
<td>RMS value</td>
</tr>
<tr>
<td>{v, i}</td>
<td>Transient value</td>
</tr>
<tr>
<td>{V, I}_peak</td>
<td>Peak transient value</td>
</tr>
<tr>
<td>{V, I}</td>
<td>Complex RMS phasor</td>
</tr>
<tr>
<td>{E, B}_RMS</td>
<td>RMS value (AC harmonics and DC component)</td>
</tr>
<tr>
<td>{E, B}_AC,RMS</td>
<td>RMS value (AC harmonics)</td>
</tr>
<tr>
<td>{E, B}_DC</td>
<td>DC component</td>
</tr>
<tr>
<td>{E, B}_RMS,max</td>
<td>Local maximum of {E, B}_RMS</td>
</tr>
<tr>
<td>{E, B}_AC,RMS,max</td>
<td>Local maximum of {E, B}_AC,RMS</td>
</tr>
<tr>
<td>{E, B}_DC,max</td>
<td>Local maximum of {E, B}_DC</td>
</tr>
<tr>
<td>{E, B}_peak,max</td>
<td>Local maximum of the peak transient value</td>
</tr>
</tbody>
</table>
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**Fig. 6.5:** (a) Magnetic flux density and (b) AC electric field evaluated at the surface of the (non-conductive) frame of the transformer, which is placed 10 mm away from the transformer boundaries.

**Fig. 6.6:** DC and AC electric fields evaluated inside the core window (insulation and air ducts). Due to the permittivity mismatch between the potted insulation and the air, the electric field is pushed towards the air ducts.
considered without any shielding. Tab. 6.1 denotes the nomenclature used for the description of the voltages, currents, electric fields, and magnetic flux densities. Figs. 6.5 depicts the magnetic flux density and the AC electric field obtained at the surface of the non-conductive frame of the transformer (cf. Fig. 6.4). Fig. 6.6 shows the DC and AC electric fields inside the core window, where the highest electric field values are located (due to the equipotential surface defined by the earthed core). In reality, the electric field values are usually slightly larger than the simulated values due to imperfections of the potting process, surface roughness, unexpected triple points, etc. Furthermore, the values presented in Fig. 6.6 can be exceeded during abnormal operating situations (e.g., lightning surges) when a voltage drop is present between the LV and the MV earthing of the converter [79, 80].

Due to the large magnetizing current of the transformer, which forms a magnetic dipole, a magnetic stray field exists outside the transformer. As expected, the magnetic flux density is maximal \( B_{\text{peak, max}} = 3.1 \text{ mT} \) near the air gap, where the field is concentrated. This stray magnetic field can cause eddy current losses in surrounding conductive elements and EMI perturbations in electronic circuits [25, 27, 162]. In the considered copper plane (cf. Fig. 6.4), placed at the top of the transformer, the eddy current losses are 0.9 W. It has to be noted that the considered plane is magnetically thin. For a thicker plane, the losses can exceed 10 W. The stray magnetic field can be reduced if the air gap is only placed at the wound limb or with a magnetic shield placed between the transformer and the sensitive circuits [298].

However, the magnetic flux density is not a problem which is specific to MV transformers and has already been examined in [27, 158, 162, 205]. Therefore, the magnetic shielding is not further examined. In contrast, the electric field, which is directly related to the applied voltage, creates several issues:

- **DC field** - The DC electric field distribution is determined by the conductivity and not by the permittivity [193, 285]. The surface conductivity of the insulation is not clearly defined (e.g., influenced by pollution and moisture) and the conductivity of air depends on many environmental factors [278, 299]. Moreover, the conductivity of dry-type insulation materials is extremely low but massively temperature dependent and can exhibit non-linear effects (space charge migration) [287, 300]. Therefore, a simple model, based on constant electrical conductivities, is not accurate and the DC field distribution is ill-defined. This implies that the field pattern shown in Fig. 6.6(a) should be considered with caution. Since the bulk conductivity of the insulation is usually larger than the
conductivity of air, a large part of the DC electric field can be located in the air. This is particularly critical in the air ducts, due to the small distances and the reduced breakdown strength of air.

- **AC field** - If the frequency is higher than some mHz, the electric field distribution is determined by the permittivity [287, 301]. Still, due to the permittivity mismatch between the insulation material (silicone) and the air, a significant part of the AC electric field is located in the air. Again, this effect is particularly critical in the air ducts (cf. Fig. 6.6(b)).

- **Surface field** - The total electric field (DC and AC) in the air is maximal at the surface of the air ducts (cf. Fig. 6.6) and reaches a value of $E_{\text{peak}, \text{max}} = 21.2 \text{ kV/cm}$. This value, which is close to (but still below) the critical field in air (ca. 25 kV/cm, more for small air gaps) [285, 286], can lead to surface discharges (creeping with the tangential field component) [142, 288]. Such discharges damage the insulation, distort the potential distribution (space charge migration), and can lead to a flashover [297, 302, 303]. The triple points, i.e. locations with interfaces between the insulation, the core, and the air, are particularly sensitive [297, 304, 305]. Moreover, the MF and HF (due to the switching transients) harmonics applied to the insulation further reduce the lifetime of the transformer in the presence of discharges [148, 304, 305].

- **Near-field** - The AC electric field, evaluated at the surface of the non-conductive frame, is mainly located near the winding head and reaches a value of $E_{\text{AC}, \text{RMS}, \text{max}} = 1.0 \text{ kV/cm}$ (cf. Fig. 6.5(b)). If grounded conductors would be placed near the frame, the electric field would be even higher. Since this field contains HF components (cf. Fig. 6.3), this can create perturbations in electronic circuits or insulation issues in the cooling system of the transformer [25, 162].

Figs. 6.7 shows the capacitively coupled current and voltage in the considered copper plane placed near the transformer (cf. Fig. 6.4). If the plane is earthed, the displacement current ($I_{\text{plane,peak}} = 59.2 \text{ mA}$) can cause substantial perturbations, especially for sensors. For an unearthed plane, the capacitively coupled voltage ($V_{\text{plane,peak}} = 4.1 \text{ kV}$) is also problematic for the electrical insulation. Again, it should be noted that the DC field and, hence, the DC coupled voltage are ill-defined.

The simplest solution for reducing the surface electric field is to increase the thickness of the insulation. The capacitively coupled disturbances are reduced if the distances between the transformer and the sensitive circuits
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**Fig. 6.7:** (a) Capacitively coupled CM current in the earthed copper plane. (b) Capacitively coupled CM voltage in the unearthed copper plane. The plane is placed near the winding head (cf. Fig. 6.4).

are increased. However, these solutions reduce the achievable power density and cause thermal issues (cf. Chapter 5). For these reasons, another option, which is an electrical shielding of the transformer [105, 306], is examined in detail in the following.

### 6.4 Electrical Shielding

In this section, different shielding methods (i.e. geometric, capacitive, resistive, and refractive) are examined and compared for MV/MF transformers with PWM voltages. It is found that resistive shielding represents an interesting trade-off between the achieved bandwidth and the generated losses. Therefore, this solution is examined in detail.

#### 6.4.1 Shielding Methods

Field control (grading) is well-established for LF MV and HV components (e.g., bushings and machine stators) [304, 307]. Different methods can be used to actively shape the electric field distribution and can be classified as follows [62, 285, 297]:

- **Geometric** - A conductive electrode with a large curvature radius is placed in order to shape the electric field with a defined equipotential surface.

- **Capacitive** - Many conductive electrodes are placed (often in a concentric configuration) in order to define many equipotential surfaces. The
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Voltage distribution between the electrodes is defined by the capacitance matrix.

- **Resistive** - A semi-resistive (semi-conducting) material is used in order to change the impedance of the insulation system and, therefore, the potential distribution. Often non-linear resistive materials are used, where the conductivity is increasing with the electric field.

- **Refractive** - A material with a high permittivity is placed at the surface of the insulation in order to shape the electric field (permittivity mismatch).

All these methods are applicable to the field grading of LF AC components. In [152, 308], it has been shown that LF field grading systems can produce dramatic failures in the presence of MF or DC electric fields. Therefore, for the shielding of MV/MF transformers, additional constraints appear as follows:

- **Compactness** - Due to the reduced dimension of the transformer (compared to standard LF components), complex field grading methods are difficult to implement (e.g., capacitive shielding).

- **Frequency** - The shield should be active at DC, MF, and HF. Accordingly, grading methods relying on the permittivity (e.g., capacitive shielding and refractive shielding) are not easily applicable to DC fields. Resistive gradings (particularly with non-linear materials) are difficult to design for a wide frequency range [304, 308].

- **Losses** - In [25], it has been shown that MF magnetic fields (cf. Fig. 6.5(a)) produce significant losses in metallic elements used for heat management of MF transformers. This is critical for the grading methods using metallic electrodes (e.g., geometric shielding and capacitive shielding) [306]. Furthermore, the displacement current flowing in a resistive material used for field grading can also produce losses at MF [152, 304].

6.4.2 Resistive Shielding

Taking all the aforementioned factors into account, it has been decided to place a resistive shield around both windings. Since the resistive layer is used to shield the electric field (and not for field grading), a linear material can be used. Different shielding configurations are considered and examined:
Fig. 6.8: Different resistive shielding methods for the transformer (cf. Fig. 6.4). (a) Highly-Resistive Shield (HRS), (b) Semi-Resistive Shield (SRS), (c) Core Ohmic Shield (COS), and (d) Optimal Ohmic Shield (OOS).
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- **No Shielding** ("NS") - The transformer is considered without any shielding as shown in Fig. 6.4. This corresponds to the simulations shown in Section 6.3.

- **Highly-Resistive Shield** ("HRS") - The surface of the winding insulation (around both windings) is covered with a highly-resistive coating, as shown in Fig. 6.8(a).

- **Semi-Resistive Shield** ("SRS") - The surface of the winding insulation (around both windings) is covered with a semi-resistive coating, as shown in Fig. 6.8(b). Two small gaps are inserted to prevent the formation of a closed current path for eddy currents (short-circuit winding).

- **Core Ohmic Shield** ("COS") - The surface of the winding insulation (around both windings) near the core window, is covered with a semi-resistive coating. Moreover, a highly-resistive coating is used near the winding head, as shown in Fig. 6.8(c).

- **Optimal Ohmic Shield** ("OOS") - Similar with respect to the COS. An additional semi-resistive shield is used near the copper plane (cf. Fig. 6.4), as shown in Fig. 6.8(d).

All the resistive shields are connected to the core (and, therefore, to the earth) and are easily obtained by a surface treatment of the insulation surface. It has to be noted that the shields should be terminated with a finite curvature radius in order to avoid an electric field hot spot (triple point) [62, 297]. Terminations of the shield are required at the following locations: cable terminations (bushings), shield gaps (SRS), and at the interfaces between a semi-resistive and a highly-resistive shield (COS and OOS).

### 6.4.3 Shield Functional Principle

The computation of the shielding effect and the losses of the inserted resistive elements is required for the evaluation of the proposed shielding methods. The shield is primarily defined by the surface conductivity of the coating [309]:

\[
\sigma_{s,sh} = \sigma_{sh}d_{sh},
\]

where \(\sigma_{sh}\) is the bulk conductivity of the resistive material and \(d_{sh}\) the thickness of the coating. The shield is considered to be a linear material, i.e. the conductivity is independent of the applied electric field.
Fig. 6.9: (a) Electric equivalent circuit of an earthed resistive shield excited by a CM voltage source. (b) Voltage drop along the shield for the case \( V_{sh,\text{max}} \ll V_{CM} \).

If the shield forms a short-circuit winding (i.e. HRS), the shield can be seen as a third winding with one turn. The load of this third winding is the resistance of the complete shield. In order to have low losses, the resistance of the shield should be very high compared to the load impedance of the transformer (equivalent impedance referred to a winding with one turn). Even if no short-circuit winding is present (i.e. HRS, COS, and OOS), the stray magnetic field of the transformer will still induce eddy current losses (cf. Fig. 6.5(a)) \([25,27,205]\). In order to limit the losses in the shield, the skin depth should be much larger than the thickness of the shield:

\[
\delta_{sh} = \frac{1}{\sqrt{\pi \sigma_{sh} \mu_0 f}} \gg d_{sh}, \tag{6.2}
\]

where \( f \) is the switching frequency. It has to be noted that this condition is required but not sufficient to have low losses. Even a magnetically thin layer can produce eddy current losses as calculated in \([127]\) for a simple geometry. Since the shield of the transformer features a complex geometry and field distribution (tangential and orthogonal), numerical simulations are required for computing the eddy current losses.

Fig. 6.9 shows the electrical equivalent circuit of the shield inside the core window (cf. Fig. 6.4). In the \( y \) direction, the MV winding, the insulation, the shield, the air duct, and the core are placed contiguously. The shield is earthed at both ends (to the core) and the MV winding potential is changing (CM voltage). The equivalent circuit can be formulated with the following differential equations, which are similar to the telegrapher’s equations:

\[
\frac{\partial V_{sh}(x)}{\partial x} = -R'_{sh} I_{sh}(x), \tag{6.3}
\]

\[
\frac{\partial I_{sh}(x)}{\partial x} = -j2\pi f \left( C'_{iso} (V_{sh}(x) - V_{CM}) + C'_{air} V_{sh}(x) \right), \tag{6.4}
\]
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where $V_{sh}$ is the voltage along the shield, $I_{sh}$ the current along the shield, $R'_{sh}$ the resistance of the shield, $C'_{iso}$ the insulation capacitance, $C'_{air}$ the air duct capacitance, $V_{CM}$ the applied winding voltage, and $f$ the considered frequency. The different variables are scaled with respect to the depth of the shield in the out-of-plane direction ($z$ direction). The earthing of the shield leads to the boundary conditions:

$$V_{sh}(+x_m) = V_{sh}(-x_m) = 0,$$  \hspace{1cm} (6.5)

where $2x_m$ is the length of the shield. The solution of this boundary value problem is a large expression but a simple approximation exists (obtained with the perturbation theory) if the voltage drop along the shield is small [310]. This last condition ($V_{sh,\max} \ll V_{CM}$) has to be respected for obtaining a shielding effect and leads to

$$V_{sh}(x) \approx j2\pi f R'_{sh} C'_{iso} \frac{x^2_m}{2 V_{CM}} \left(1 - \left(\frac{x}{x_m}\right)^2\right).$$  \hspace{1cm} (6.6)

From this equation, it can be seen that, for a given configuration, the shielding is only efficient up to a maximum frequency. For obtaining a shielding at HF, a high surface conductivity is required. The losses per unit depth ($z$ direction) of the shield can be expressed as

$$P' = \int_{-x_m}^{+x_m} R'_{sh} |I_{sh}(x)|^2 \, dx = \int_{-x_m}^{+x_m} \left|\frac{\partial V_{sh}(x)}{\partial x}\right|^2 \, dx.$$  \hspace{1cm} (6.7)

This last equation shows that the losses converge to zero for very high surface conductivities. For very low surface conductivities, the losses are also converging towards zero (no current is flowing in the shield). The losses are maximal when the shield conductivity is not high enough for defining an equipotential surface but large enough for producing losses. Alternatively, the shield can be considered as a lumped circuit consisting of resistors and capacitors. The losses are low if the time constant is well below the switching frequency or well above the switching speed. Between these two cases, a non-negligible fraction of energy stored in the insulation capacitance is dissipated in the shield.

Finally, it can be seen (cf. (6.6)) that only the surface conductivity has an impact on the shielding effect. This offers a degree of freedom (bulk
6.4.4 Optimal Shield Conductivity

It is concluded that the conductivity of the shield is a trade-off between the losses and the effectiveness of the shielding at HF. In order to find the optimal conductivity, 3D FEM simulations (cf. Fig. 6.5) are conducted [228]. Fig. 6.10(a) depicts the losses for the HRS and SRS concepts, which are the two critical configurations with respect to the losses, due to the proximity between the conductivity and thickness) for realizing the optimal surface conductivity such that low losses and an effective shielding are obtained. Nevertheless, the magnetic losses are not scaling directly with the thickness of the shield (cf. (6.1)), such that the magnetic simulations should be conducted with the correct coating thickness.
shield and the windings. The simulations are conducted for a shield thickness of 250 µm. However, the results are very similar for 100 µm or 500 µm.

It is interesting to note that a large part of the eddy current losses in the shield is produced by the magnetizing current, which is much smaller than the load current (cf. Fig. 6.2). This is explained by the fact that the magnetizing current is mainly responsible for the stray field located outside the windings. This also implies that a shield placed between the MV and LV windings, where the stray field is maximal, would lead to high losses. As expected, an electric loss peak is present between very low and very high surface conductivities (cf. (6.7)). Therefore, the surface conductivities are selected for the different types of shields as follows:

- **HRS**: Due to the effective presence of a short-circuit winding, a very low conductivity of $10^{-9}$ S is selected (below the electric loss peak). The HRS can be obtained with a typical anti-static surface treatment of the windings (against electrostatic discharges).

- **SRS**: Due to the limited eddy current losses (no short-circuit winding), a higher conductivity (above the electric loss peak) can be selected. A surface conductivity of 0.05 S represents a good trade-off between the electric and magnetic losses and can be obtained with a carbon coating.

With the selected conductivities, the losses are less than 1.0 W for both shielding types. A closer look at Fig. 6.10(a) reveals that large tolerances are acceptable for the surface conductivity, which facilitates the coating process. Fig. 6.10(b) shows the magnetic flux density and indicates that the shield is magnetically thin compared to the skin depth (cf. (6.2)). Figs. 6.10(c)-(d) depict the electric field at the surface of the frame and at the surface of the insulation. For very low surface conductivity (i.e. HRS), the total (AC and DC) electric fields are equal to the AC fields shown Fig. 6.6. This implies that the HRS blocks the DC electric field while the MF and HF AC fields are unaffected. This corresponds to the shielding method presented in [105]. Depending on the chosen surface conductivity, the HRS can also block LF AC electric fields, originating from an AC-DC converter [105]. For the SRS, all the relevant frequency components are blocked (DC, LF, MF, and HF).

In Figs. 6.10(c)-(d), an increase of the electric field values can be observed around $10^{-6}$ S. This conductivity corresponds to the electrical loss peak shown in Figs. 6.10(a). With such a conductivity, the shield in able to partially shield the electric field at the switching frequency but not during the switching transitions (i.e. harmonics). This produces distortions of the electric field patterns and leads to increased field values.
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**Fig. 6.11:** (a) Maximum surface electric field in the air ducts for a normalized RMS CM excitation of the MV winding (1 V). Above $f_{\text{core}}$ and $f_{\text{shield}}$, the core and the shield cannot be considered as equipotential surfaces anymore. (b) CM capacitances of the transformer. $C_{\text{stray}}$ is the capacitance between the MV winding and the copper plane. $C_{\text{MV}}$ is the total MV CM capacitance of the transformer which consists of $C_{\text{MV, LV}}$ and $C_{\text{GND}}$ (cf. Fig. 6.1(c)).

### 6.4.5 Shielding Effects

The aforementioned results show that the SRC offers the best shielding effects and, therefore, this shielding method is further examined. Even if the SRS seems to provide a very effective shielding, some frequency dependence of the potential distribution is still expected (cf. (6.6)). Fig. 6.11(a) depicts the frequency dependence of the electric field at the surface of the air ducts, where the hot spot is located, for a normalized CM excitation of the MV winding. The SRS is only effective for frequencies below 10 MHz, which is compatible with the spectrum shown in Fig. 6.3. For higher frequencies, a large voltage drop appears along the shield, leading to non-negligible electric field values in the air ducts (cf. (6.6)). For the NS/HRS, the field is dropping near 100 MHz due to the limited conductivity of the ferrite core [155]. It has to be noted that, due to resonances of the transformer, at HF, the voltage distribution of the winding cannot be described with a single a CM/DM voltage (cf. Chapter 5) [156,308]. However, the aforementioned CM excitation is still useful to assess the shielding effect without considering the transformer resonances.

Fig. 6.11(b) shows the CM capacitance between the MV winding and the earthed copper plane and the total MV CM capacitance, which consists of the CM capacitance towards the LV winding and the core (cf. Fig. 6.1(c)). For both curves, the effect of the limited shield conductivity also affects the capac-
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A parasitic capacitance at HF. The SRS drastically reduces the stray capacitance towards the copper plane, suppressing potential disturbance couplings (cf. Fig. 6.7). However, the SRS increases the total CM capacitance of the transformer by 60%. This increased capacitance results from the field confinement provided by the shield (which is connected to the core), particularly near the winding head (cf. Fig. 6.5(b)). An increase of the CM capacitance is often problematic since it can create conducted EMI perturbations inside the converter and, potentially, reduce the resonance frequencies of the transformer. Such problems could be partially handled with CM chokes placed at the transformer’s AC terminals or at the DC-buses, at the cost of an increased hardware complexity [171].

An alternative solution is to use the COS concept (cf. Fig. 6.8(c)) in order to mitigate the increase of the total MV CM capacitance. This concept uses a semi-resistive shield inside the core window in order to reduce the surface electric field (surface conductivity of 0.05 S, similar to SRS). This shield does not significantly increase the total MV CM capacitance since the core already defines the potential in this region. Near the winding head, where the surface electric field is lower, a highly-resistive anti-static shield is used for blocking the DC field (surface conductivity of $10^{-9}$ S, similar to HRS). With the COS, the total MV CM capacitance only increases by 10%. However, this concept is not able to limit the parasitic capacitance towards the copper plane (cf. Fig. 6.7 and Fig. 6.11).

In order to limit the capacitively coupled disturbances, the OOS concept (cf. Fig. 6.8(d)), which features an additional semi-resistive shield near the copper plane, can be used (surface conductivity of 0.05 S, similar to SRS). Since this shield is placed near the frame and not near the transformer windings, the total MV CM capacitance is only marginally affected. Alternatively, the complete converter frame could be coated with a resistive coating for blocking the electric field without producing eddy current losses [62].

Tab. 6.2 summarizes the properties of the different shielding methods with respect to the magnetic flux density, electric field, capacitances, etc. The HRS blocks the DC field and, therefore, reduces the surface electric field. However, the AC field, which causes the capacitively coupled disturbances, remains unaffected. The SRS drastically limits the surface electric field and the capacitively coupled voltages or currents. Nevertheless, the coupling capacitance of the transformer is increased. The COS reduces the surface electric field without increasing the transformer coupling capacitance but does not prevent capacitively coupled disturbances. Finally, the OOS significantly decreases the surface electric field and the capacitively coupled disturbances without increasing the transformer coupling capacitance.
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Tab. 6.2: Comparison of the Shielding Methods

<table>
<thead>
<tr>
<th>Type</th>
<th>NS(^a)</th>
<th>HRS(^b)</th>
<th>SRS(^c)</th>
<th>COS(^d)</th>
<th>OOS(^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Losses / shield / cf. Fig. 6.10(a)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P ) [W]</td>
<td>0.0</td>
<td>0.1</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Magnetic flux density / frame / cf. Fig. 6.5(a) and Fig. 6.10(b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{\text{RMS, max}} ) [mT]</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>( B_{\text{peak, max}} ) [mT]</td>
<td>3.1</td>
<td>3.1</td>
<td>3.1</td>
<td>3.1</td>
<td>3.1</td>
</tr>
<tr>
<td><strong>Electric field / frame / cf. Fig. 6.5(b) and Fig. 6.10(c)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( E_{\text{DC, max}} ) [kV/cm]</td>
<td>1.4</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>( E_{\text{RMS, max}} ) [kV/cm]</td>
<td>1.7</td>
<td>1.0</td>
<td>&lt; 0.1</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>( E_{\text{peak, max}} ) [kV/cm]</td>
<td>2.4</td>
<td>1.1</td>
<td>&lt; 0.1</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Electric field / surface / cf. Fig. 6.6 and Fig. 6.10(d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( E_{\text{DC, max}} ) [kV/cm]</td>
<td>14.6</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>( E_{\text{RMS, max}} ) [kV/cm]</td>
<td>16.0</td>
<td>8.5</td>
<td>&lt; 0.1</td>
<td>4.2</td>
<td>4.2</td>
</tr>
<tr>
<td>( E_{\text{peak, max}} ) [kV/cm]</td>
<td>21.2</td>
<td>8.7</td>
<td>&lt; 0.1</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td><strong>Coupling / copper plane / cf. Fig. 6.7</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( I_{\text{plane}} ) [mA]</td>
<td>11.1</td>
<td>11.1</td>
<td>&lt; 0.1</td>
<td>10.9</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>( I_{\text{plane, peak}} ) [mA]</td>
<td>59.5</td>
<td>59.5</td>
<td>&lt; 1.0</td>
<td>59.2</td>
<td>&lt; 1.0</td>
</tr>
<tr>
<td>( V_{\text{plane}} ) [kV]</td>
<td>3.1</td>
<td>3.1</td>
<td>&lt; 0.1</td>
<td>3.0</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>( V_{\text{plane, peak}} ) [kV]</td>
<td>4.1</td>
<td>4.1</td>
<td>&lt; 0.1</td>
<td>4.0</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td><strong>Capacitance / CM / cf. Fig. 6.11(b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_{\text{stray}} ) [pF]</td>
<td>7</td>
<td>7</td>
<td>&lt; 0.1</td>
<td>7</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>( C_{\text{MV}} ) [pF]</td>
<td>191</td>
<td>191</td>
<td>313</td>
<td>208</td>
<td>214</td>
</tr>
</tbody>
</table>

\(^a\) NS: No Shielding (0.0 S).
\(^b\) HRS: Highly-Resistive Shield (10\(^{-9}\) S).
\(^c\) SRS: Semi-Resistive Shield (0.05 S).
\(^d\) COS: Core Ohmic Shield (10\(^{-9}\) S / 0.05 S).
\(^e\) OOS: Optimal Ohmic Shield (10\(^{-9}\) S / 0.05 S).
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![Transformer Prototype](image1)

![Measurement Setup](image2)

**Fig. 6.12:** (a) Considered transformer prototype (±4 kV to ±400 V, 50 kHz, 25 kW) [156]. (b) Measurement setup for the CM current in the metallic frame, which is placed 7 mm away from the transformer boundaries.

![Frame CM Current / Time](image3)

![Frame CM Current / Freq.](image4)

**Fig. 6.13:** (a) Measured displacement current through the frame and (b) RMS spectrum envelope of the measured current. The MV winding of the transformer is excited with a PWM voltage. The duration of the switching transitions is 450 ns.

### 6.4.6 Experimental Verification

The SRS is validated with the transformer presented in [156], cf. Fig. 6.12(a). This transformer features similar ratings (±4 kV to ±400 V, 50 kHz, 25 kW) as the transformer of the SRC-DCX demonstrator considered for the simulations (cf. Subsection 1.7.2 and Chapter 5). The prototype has first been measured without shielding (NS). In a second step, a carbon-based coating (“Kontakt Chemie GRAPHIT 33”, four coats) is added for obtaining a shield (SRS) with a measured surface conductivity of 220 Ω [311]. The resistive coating is connected to the magnetic core. No additional losses are measured with the SRS, as long as the shield does not form a short-circuit winding.

The equivalent circuit of the transformer and the measurement setup are shown in Fig. 6.12(b) where a closed metallic frame (copper) is placed 7 mm
away from the transformer boundaries in order to quantify the scattered electric field. The energy stored in the near-field (between the transformer and the frame) is related to the capacitance towards the frame. First, the total CM capacitance of the transformer \( C_{\text{MV}} \) has been measured (capacitance of the MV winding against the LV winding and the core). As expected the SRS increases the total CM capacitance (from 151 pF to 228 pF). For assessing the shielding effect, the parasitic capacitance towards the frame \( C_{\text{frame}} \) is measured. With the shield, the parasitic capacitance is significantly reduced (from 38 pF to 4 pF), indicating that the electric field is confined in the insulation.

The displacement current has also been measured in time domain. The MV winding is excited with a rectangular CM voltage with 450 ns rise and fall times (cf. Fig. 6.3) and an amplitude of 200 V. The CM current in the frame is measured through a 50 \( \Omega \) resistor (cf. Fig. 6.12(b)), given that the impedance of the frame capacitance is much larger than 50 \( \Omega \) (for frequencies below 25 MHz). Fig. 6.13 shows the measured displacement current and the spectrum envelope, respectively. The peak value of the displacement current is reduced by a factor of ten. It can be concluded that the shield is effective in the frequency range where significant voltage harmonics exist.

### 6.5 Summary

The increased voltages, frequencies, and switching speeds achieved with modern SiC devices are generating critical voltage transients inside MV/MF transformers. In this chapter, the MV/MF transformer \( (\pm 3.5 \text{kV to } \pm 400 \text{V}, 48 \text{kHz, } 25 \text{kW}) \) used in the DC-DC converter of the considered SST demonstrator (cf. Subsection 1.7.2) has been analyzed with respect to the shielding of the electric field. It is found that capacitively coupled voltages (peak value of 4.1 kV) and currents (peak value of 59.5 mA) could cause severe disturbances for circuitry placed near the transformer. Additionally, the electric field at the surface of the insulation (peak value of 21.2 kV/cm) is close to the critical field in air and could lead to surface discharges which damage the insulation.

The main challenge for the shielding of MV/MF transformers is to find a concept which is able to provide a shielding at DC, MF, and HF without adding significant eddy current losses. It is shown that a resistive shielding with an appropriate conductivity confines the electric field in the insulation without producing additional ohmic or eddy current losses. Furthermore, an optimal placement of the shield does not increase the coupling capacitance of the transformer to a significant extend. This shielding allows the usage of the transformer in EMI sensitive environments and provides a better electric
field distribution inside the electrical insulation. Furthermore, this shielding concept can be used for other devices, such as power modules, inductors, cooling systems, etc. However, the shield, which prevents capacitively coupled disturbances towards external circuitry, does not suppress the coupling capacitance of the transformer itself (between the windings and to the core). This means that conducted EMI is still present in the power section of the converter.

However, despite the promising simulation and experimental results, the proposed resistive shield has not been applied to the final MV/MF transformer prototype of the SST demonstrator (cf. Subsection 1.7.2 and Chapter 5). The carbon-based coating used for the experimental verification, which was applied in form of an aerosol spray, features adhesion problems on the polycarbonate coil former. This is especially problematic near the cable terminations, which show a complex geometry. Therefore, an industrial coating process should be used or, alternatively, the carbon powder could be directly mixed with the coil former material (injection moulding). For reducing the electric field without a shield, the realized prototype features 1 mm additional insulation thickness compared to the simulation model considered in this chapter. This allows a reduction of the peak electric field at the surface of the insulation to 19 kV/cm, which is below the critical field in air (ca. 25 kV/cm).
Dielectric Losses with PWM

Chapter Abstract

Newly available MV SiC semiconductors are setting new limits for the design space of MV converters. Unprecedented blocking voltages, higher switching frequencies, higher commutation speeds, lower losses, and high temperature operation can be reached, which, however, create new challenges for the electrical insulation. In particular, the dielectric losses can become significant for MV converters operated at higher switching frequencies. Moreover, the evaluation of the dielectric losses is a key element for assessing the insulation stress and for insulation diagnostics. Therefore, this chapter analyzes the modeling and the computation of dielectric losses with PWM voltages. After a review of the dielectric loss mechanisms occurring in polymeric insulation materials, scalable analytical expressions are proposed for the losses produced by PWM voltages. Afterwards, the dielectric losses of the MV/MF transformer (±3.5 kV to ±400 V, 48 kHz, 25 kW) used in the DC-DC converter of the considered SST demonstrator are analyzed and measured in detail. With epoxy resin, the insulation losses represent a significant share, i.e. up to 17%, of the total transformer losses. As shown, the transformer performance can be significantly improved with a silicone elastomer insulation. Finally, design guidelines are provided for the selection of MV/MF insulation materials.

7.1 Introduction

According to [312], insulation failures, in grid-connected magnetic components, are already challenging in MV/LF systems. In [147–149, 270], it is shown that the fast voltage transients generated by power converters further increase the stresses applied to a dry-type insulation system, leading to increased failure rates. In this context, the usage of new SiC switches, which
show higher voltage capabilities (up to 15 kV), higher switching speeds (up to 100 kV/µs), and higher switching frequencies (up to 200 kHz), is particularly critical [82, 111, 112, 143, 156]. Moreover, due to the high power density, elevated operating temperatures are usually occurring inside power converters. Additionally, the emergence of converter topologies featuring complex voltage waveforms, such as multi-level output voltages [94, 105] or multiple galvanically insulated ports [96, 97, 313], is creating new challenges for the design of the electrical insulation. For these reasons, the insulation used in such power converters requires a careful examination in order to obtain a solution which accommodates the opposing requirements for compactness, long-term reliability, thermal management, and EMI performance [25, 64, 143, 205].

Literature related to the evaluation of insulation stresses and insulation diagnostics proposes the examination of partial discharges, breakdown voltages, leakage currents, field distributions, dielectric losses, etc. [105, 146, 148–150, 192, 279, 282, 283]. Among these methods, the inspection of the dielectric losses is of particular interest:

- The dielectric loss densities (or changes thereof) are found to be related to the lifetime and the reliability of insulation systems, especially for MV/MF components [105, 151, 152, 192, 193].

- The quantitative calculation of dielectric losses is possible. In contrast, the partial discharge activities or breakdown voltages are difficult to predict without extensive measurements.

- The online or offline monitoring of the insulation losses allows the detection of insulation degradation and represents a valuable diagnostic tool (e.g., quality control and preventive maintenance) [144, 145, 147, 193].

- Even if the dielectric losses are usually small compared to the total losses of a converter, this may not be the case for converters simultaneously operated at MV and MF [83, 105, 151, 198].

- The insulation temperature increase, due to the converter losses, can drive the dielectric itself into a high-loss regime, with a subsequent thermal breakdown of the insulation [151, 287].

It should be noted that, even if the presented analysis is conducted for MV/MF applications, the same problem can appear for LV/HF converters operated with fast-switching GaN HEMTs (above 10 MHz) [314, 315]. In such systems, due to the extreme switching frequencies, even reduced voltages (below 1 kV) can also produce significant insulation stresses. Accordingly, the
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Theoretical analysis proposed in this chapter is also directly applicable to LV systems operated at HF.

To the knowledge of the author, the exact impact of the harmonics contained in PWM voltages (compared to purely sinusoidal voltages) on the dielectric losses, up to now, has not been studied in detail. Therefore, this chapter examines the computation of insulation losses in converters and is organized as follows. After recalling the definition of the dielectric losses in time and frequency domain in Section 7.2, simple and scalable expressions are derived in Section 7.3 for their evaluation with PWM waveforms. The frequency and temperature dependences of the dielectric material properties are discussed in detail. In Section 7.4, the presented analysis methods are applied to a specific MV/MF transformer design. The predicted dielectric losses are successfully compared with measurements conducted on the constructed prototype. Finally, Section 7.5 presents guidelines for choosing appropriate insulation materials for MV/MF applications.

7.2 Dielectric Polarization Losses

The electrical and dielectric response of a solid insulation material depends on various microphysical processes such as polarization (e.g., electronic, atomic, and dipolar), leakage current (surface and bulk DC conductivity), charge trapping, partial discharges, etc. [192, 193, 316]. The losses occurring inside insulation materials of MV power converters are mostly linked with dielectric polarization effects [151, 192]. The nonlinearities and additional losses which appear above the partial discharge inception voltage and at very low-frequencies (e.g., space charge migration and leakage current) are usually negligible and, therefore, not considered in this work [270, 287, 317]. For typical materials, operating frequencies, and electric field strengths used in power converters, the polarization effects are linear with respect to the electric field [287, 316, 318]. Non-linear polarization effects are mostly occurring in ferroelectric materials (e.g., ceramic capacitors), which are not used as insulation materials due to their high permittivity [287, 316]. With these assumptions, the mathematical models used for calculating the dielectric losses are presented in this section.

7.2.1 Time Domain

As known from linear system theory, the dielectric response of a linear isotropic material is fully described with the polarization response to an elec-
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Dielectric Step Response: Setup and Variables

\[
\begin{align*}
E_a &= V_a/d = \text{electric field} \\
J_a &= I_a/A = \text{current density} \\
D_a &= Q_a/A = \text{displacement field} \\
A &= \text{electrode area} \\
d &= \text{electrode separation}
\end{align*}
\]

\(V_{DC}\) vs Time [µs] for the Applied Step

\(E_{st}\) vs Time [µs] for the Step Response

**Fig. 7.1:** (a) Variables describing the polarization response of a dielectric material to an electric field unit step. (b) Applied electric field unit step. (c) Obtained displacement field and current density responses. A Debye relaxation model (exponential charging model) is used for describing the considered exemplary material \((\varepsilon_{r,0} = 3.0, \varepsilon_{r,\infty} = 2.0, \tau = 320 \text{ ns})\) [192, 317].
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dielectric field unit step [317,319,320]. This process is shown in Fig. 7.1 for a simple exemplar dielectric (Debye relaxation model, no leakage current) [192,317]. The derivative of the step response (displacement field) is the impulse response (current density). At \( t = 0 \), the impulse response goes to infinity (Dirac delta), which corresponds to an instantaneous charging of the vacuum capacitance of the considered electrode arrangement. The polarization mechanisms occurring at extreme frequencies (e.g., polarization at optical frequencies) can also be included in this quasi-instantaneous response (Dirac delta), at least for power electronics applications. It should be noted that, with the step and impulse responses, only the total losses can be determined. Without additional information on the physical nature of the polarization mechanisms (e.g., transfer dynamics between the dipoles and their molecular environment), an instantaneous dielectric loss rate cannot be specified.

The polarization response to an arbitrary voltage excitation can be obtained by convoluting the applied electric field with the impulse response [192,320]:

\[
D(t) = \int_{0}^{\infty} J_{st}(t') E(t - t') dt', \quad J(t) = \frac{\partial D(t)}{\partial t}, \quad (7.1)
\]

where \( E \) is the applied electric field, \( J_{st} \) the impulse response, \( D \) the obtained displacement field, and \( J \) the obtained current density. Then, the input power per unit volume (\( p \)) and the supplied energy density (\( w \)) can be written as

\[
p(t) = E(t) J(t), \quad w(t) = \int_{0}^{t} p(t') dt'. \quad (7.2)
\]

The time domain convolution is illustrated in Fig. 7.2 for trapezoidal electric field pulses, as resulting from PWM voltages. The dielectric response (\( D, J, p, \) and \( w \)) contains contributions from the vacuum permittivity (instantaneous response and lossless) and from the material polarization (linked to the dielectric susceptibility, delayed response, and lossy). The dielectric losses can be obtained by making the energy balance between the supplied energy and the energy stored in the field, cf. Fig. 7.2(e). In analogy to magnetic losses, the dielectric losses can also be extracted from the area between the electric field and the displacement field, i.e. the hysteresis curve, cf. Fig. 7.2(f).

Despite its conceptual clarity, the computation of dielectric losses in time domain is often problematic since it involves a convolution integral. Also, the step and impulse responses of the insulation materials are often not directly
Fig. 7.2: Material response to (a) electric field pulses: (b) displacement field, (c) current density, (d) input power, (e) supplied energy, and (f) hysteresis cycle. The different variables are, whenever possible, split into two distinct parts: vacuum permittivity and material polarization. A Debye relaxation model (exponential charging model) is used for describing the considered exemplary material \((\varepsilon_{r_0} = 3.0, \varepsilon_{r,\infty} = 2.0, \tau = 320\, \text{ns})\) [192, 317].
available (e.g., datasheets). Moreover, the numerical simulation of the electric field in time domain is computationally intensive (e.g., FEM simulations). For these reasons, it is preferable, especially for periodic excitations, to compute the dielectric losses in frequency domain.

7.2.2 Frequency Domain

The response of a linear isotropic dielectric can be described with its complex permittivity and conductivity. The following relationships can be defined [192]:

\[
J(f) = J_c(f) + J_d(f) = \sigma E(f) + j2\pi f \varepsilon(f) E(f), \quad (7.3)
\]

\[
\varepsilon(f) = \varepsilon_0 \varepsilon_r(f) = \varepsilon_0 (\varepsilon_r'(f) - j\varepsilon_r''(f)), \quad (7.4)
\]

where \( f \) is the frequency, \( J \) the current density (due to both free and bound charges), \( E \) the electric field, \( \sigma \) the conductivity, and \( \varepsilon(f) \) the permittivity. The permittivity is obtained by the following Fourier transform [192,320]:

\[
\varepsilon_r(f) = \varepsilon_r(\infty) + \frac{1}{\varepsilon_0 E_0} \int_0^\infty J_{st}(t) e^{-j2\pi ft} dt, \quad (7.5)
\]

where \( J_{st} \) is the displacement current density response to an electric field unit step (cf. Fig. 7.1). The fact that the frequency domain permittivity is the Fourier transform of a real function imposes some restrictions on \( \varepsilon_r(f) \). Moreover, the polarization step response respects causality (equal to zero for \( t < 0 \)). These conditions are expressed by the Kramers-Kronig relations which link the real and imaginary parts of the permittivity [192,317]:

\[
\varepsilon_r'(f) = \varepsilon_r'(\infty) + \frac{2}{\pi} P \int_0^\infty \frac{f \varepsilon_r''(f')}{f'^2 - f^2} df', \quad (7.6)
\]

\[
\varepsilon_r''(f) = -\frac{2}{\pi} P \int_0^\infty \frac{f (\varepsilon_r'(f') - \varepsilon_r'(\infty))}{f'^2 - f^2} df', \quad (7.7)
\]

where \( P \) denotes the Cauchy principal value of an integral (handling of the singularity). If the variation of \( \varepsilon_r(f) \) is moderate (in a given frequency range), the following approximation of (7.7) can be derived [317,320]:

\[
\varepsilon_r''(f) \approx -\frac{\pi}{2} \frac{\partial \varepsilon_r'(f)}{\partial \ln(f)}. \quad (7.8)
\]
Fig. 7.3: (a) Frequency and (b) temperature dependences of the complex permittivity for an exemplary polymeric insulation material. (c) Arrhenius plot showing the frequency and temperature dependences of the loss peaks. The effects of the $\alpha$ relaxation, $\beta$ relaxation, and conductivity ($\sigma$) are shown, as well as the definition of the glass transition temperature, $T_g$.

This equation states that a decrease of the real part of the permittivity in a given frequency range will produce a loss peak (imaginary part) in the same frequency range. Compared to (7.7), this approximation is much simpler: no integral over the complete spectrum, no singularity, and applicable locally.

Fig. 7.3(a) depicts the frequency dependence (at a fixed temperature) of the complex permittivity for an exemplary polymeric insulation material. With increasing frequency, the dipoles successively lose their ability to follow the external electric field and the real part (and magnitude) of the permittivity drops [192, 300, 316]. It can be seen that the derivative of the real part (in a logarithmic frequency scale) is approximately proportional to the imaginary part (cf. (7.8)). Two typical loss peaks, corresponding to different types of re-
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Laxing dipoles, are shown: segmental motion of polymer chains (\( \alpha \) relaxation) and orientation of local dipoles (\( \beta \) relaxation). Other loss peaks may occur (e.g., \( \gamma \) relaxation and MWS mode) but are less relevant for the frequency range used by power electronic converters [300, 316]. Towards the lower end of the frequency spectrum (typically well below 50 Hz), the loss due to the DC conductivity (leakage current) begins to dominate the imaginary part of the (effective) permittivity (cf. (7.3)).

Fig. 7.3(b) shows a typical temperature dependence (at a fixed frequency) of the complex permittivity. The real part of the permittivity increases with temperature due to the higher dipole mobility [300, 316]. Again, contributions from discrete relaxation modes (\( \alpha \) and \( \beta \) relaxations) and DC conductivity are present (in reverse order compared to the frequency dependence). The \( \alpha \) relaxation peak defines the glass transition temperature of the material, \( T_g \), where the material is going from a brittle glassy state to a viscoelastic rubbery state, with a characteristic drop in the polymer’s elastic modulus [300]. The glass transition temperature is typically measured at very low-frequencies, where \( f = 1.6 \text{ mHz} \) represents the prevalent choice [300].

Fig. 7.3(c) shows the corresponding Arrhenius plot where the frequency and temperature dependences of the loss peaks are simultaneously illustrated. Usually, the \( \alpha \) and \( \beta \) peaks merge into a single peak at HF [300]. At low-frequencies or high temperatures, the leakage current dominates over the polarization current.

It should be noted that the AC losses can be arbitrarily split between \( \sigma \) and \( \varepsilon''_r \) while the DC losses can only be represented with \( \sigma \) (cf. (7.3)). Moreover, with typical AC dielectric spectroscopy measurements, only the total losses are measured and the conduction and polarization losses cannot be split [144,193]. Usually, \( \sigma \) is set with the DC conductivity and is accepted to be frequency-independent. Then, \( \varepsilon''_r \) is chosen such that \( \sigma + 2\pi f \varepsilon_0 \varepsilon''_r \) matches the measured AC losses. However, the conduction losses in the insulation of power converters are usually negligible (compared to the polarization losses). Therefore, only the polarization losses are considered in this work.

7.2.3 Loss Computation

With the help of the complex permittivity, it is straightforward to express the time-averaged losses of an insulation system excited with a periodic electric
field as

\[
P = \int_V \left( \sum_{n=1}^{\infty} \varepsilon_0 \varepsilon''_r (nf_s) (2\pi nf_s) E_{n,RMS}^2 \right) dV, \quad (7.9)
\]

where \( V \) is the insulation volume, \( f_s \) the fundamental frequency, and \( E_{n,RMS} \) the RMS Fourier series coefficients of the electric field norm. In case of a homogeneous and isothermal dielectric placed between an arbitrary number of electrodes, the expression for the losses can be simplified to

\[
P = \sum_{n=1}^{\infty} \varepsilon''_r (nf_s) (2\pi nf_s) \varphi_{n,RMS}^r C_0 \varphi_{n,RMS}, \quad (7.10)
\]

where \( C_0 \) is the vacuum capacitance matrix (describing the geometry) and \( \varphi_{n,RMS} \) is a vector containing the RMS Fourier series coefficients of the potentials applied to the different electrodes. The matrix is computed with \( \varepsilon_0 \) such that \( Q = C_0 \varphi \), where \( Q \) and \( \varphi \) are vectors containing the charges and the potentials (with respect to the reference potential 0 V) of the different electrodes.

The aforementioned formulas make use of the complex permittivity. However, for a given material, the absolute value of the permittivity (\( \varepsilon_r \)) is often given (e.g., norms and datasheets) together with the loss tangent or dissipation factor (\( \tan \delta \)). Equivalent circuits consisting of the series (\( C_{ESR} \) and \( R_{ESR} \)) or parallel (\( C_{EPR} \) and \( R_{EPR} \)) connection of a capacitor and a resistor are also common. These quantities are related to the real and imaginary part of the complex permittivity as follows:

\[
\tan \delta = \frac{\varepsilon''_r}{\varepsilon'_r}, \quad (7.11)
\]

\[
C_{ESR} = \frac{\varepsilon'_r}{\varepsilon'_r + \varepsilon''_r} C_0 \approx \frac{\varepsilon'_r}{\varepsilon'_r + \varepsilon''_r} C_0, \quad (7.12)
\]

\[
R_{ESR} = \frac{1}{\varepsilon'_r + \varepsilon''_r} \frac{1}{2\pi f C_0} \approx \frac{1}{\varepsilon'_r + \varepsilon''_r} \frac{1}{2\pi f C_{ESR}}, \quad (7.13)
\]

\[
C_{EPR} = \varepsilon'_r C_0, \quad (7.14)
\]

\[
R_{EPR} = \frac{1}{\varepsilon'_r 2\pi f C_0} = \frac{1}{\varepsilon'_r 2\pi f C_{EPR}}. \quad (7.15)
\]

The loss tangent is a figure of merit for capacitors (losses compared to the stored energy). Since energy storage is not a desirable property of electrical
insulation, the loss tangent is not a figure of merit for insulation materials. Models based on the series or parallel equivalent circuits are massively frequency-dependent even for a constant complex permittivity. The approximation of a frequency-independent equivalent circuit, which is common for the computation of capacitor losses in case of constant frequency sinusoidal operation, is invalid for the dielectric losses of insulation materials with PWM voltages (due to the broad voltage spectrum). This would lead to a massive overestimation (C_ESR and R_ESR) or underestimation (C_EPR and R_EPR) of the dielectric losses. It should also be noted that the instantaneous losses obtained with the series or parallel equivalent circuits do not feature any physical meaning (only the average losses should be considered). For these reasons, the complex permittivity representation in frequency domain is used in this work.

7.3 Dielectric Losses with PWM Voltages

In steady state operation, typical power converters generate PWM voltages which are also applied to the insulation. Expression (7.10) allows the calculation of the dielectric losses by means of numerical computations. It is, however, very difficult to separate the influence of the different parameters since the frequency-dependent material parameter \( \varepsilon''(f) \) and the amplitude of the voltage harmonic components appear in the product term of the infinite sum.

In order to find a closed-form expression for the losses produced by PWM voltages, a constant value of \( \varepsilon''(f) \) is first considered in Subsection 7.3.1, which, according to [318] is an admissible assumption for certain insulation materials. This holds true for low-loss polymeric materials (e.g., PTFE and PP) for which no significant relaxation peaks occur within the frequency band excited by typical PWM voltages. With this assumption, \( \varepsilon''(f) \) can be taken out of the sum (7.10), allowing the decoupling of the impact of the material properties from the applied excitation. Afterwards, in Subsection 7.3.2, the frequency dependence of the permittivity is analyzed. Finally, Subsection 7.3.3 and Subsection 7.3.4 explain the implications of such frequency dependences on the dielectric losses.

7.3.1 PWM with Frequency-Independent Materials

An insulation system with two electrodes is considered and a PWM voltage is applied, as illustrated in Fig. 7.4(a). The switching transitions are shown in
Fig. 7.4: (a) PWM signal with a constant duty cycle. (b) Two different approximations of the switching transition (rise time $t_r$): the ramp function and the step response of a first-order low-pass filter.

Fig. 7.4(b). The commonly used ramp function generates a spectrum with side lobes ($\sin(x)/x$ shaped harmonics) and, therefore, is complex to analyze in frequency domain. However, the step response of a first-order low-pass filter features a similar spectrum which can be described with a simpler formula. For this reason, the step response of the following low-pass filter is used:

$$G_{lp}(f) = \frac{1}{1 + j \frac{f}{f_c}}, \quad f_c = \frac{\ln \left(\frac{0.9}{0.1}\right)}{2\pi t_r},$$  \hspace{1cm} (7.16)

where $t_r$ is the 10% – 90% rise time, cf. Fig. 7.4(b). The associated harmonic components (Fourier series, without DC component) of the PWM voltage can be computed as

$$V_{n, RMS} = \left(\frac{\sqrt{2}}{\pi} \left| \sin\left(\pi n D_c\right) \right| n V_{DC} \right) \left| G_{lp}(n f_s) \right|,$$  \hspace{1cm} (7.17)

where $D_c$ is the duty cycle and $V_{DC}$ the voltage pulse amplitude. With the voltage harmonics, the spectral components of the losses (cf. (7.10)) and the total (time averaged) losses can be computed:

$$P_n = \left(\varepsilon'' r C_0\right) (2\pi n f_s) V^2_{n, RMS},$$  \hspace{1cm} (7.18)

$$P_{n,c} = \sum_{n'=1}^{n} P_{n'},$$  \hspace{1cm} (7.19)

$$P = \lim_{n \to \infty} P_{n,c} = \sum_{n'=1}^{\infty} P_{n'},$$  \hspace{1cm} (7.20)
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\[ V_{n,RMS} / V_{1,RMS} \approx f / f_s \]

\[ 20 \log (P_n / P_1) \]

\[ P_{n,c} / P_1 \]

\[ f_c / f_s \]

\[ V_{n,RMS} \]

\[ P_{n,c} \]

\[ P \]

\[ f_s / one.fitted kHz, t_r / one.fitted/zero.fitted/zero.fitted ns, D_c / five.fitted/zero.fitted % \]

\[ f_s = \text{switching frequency}, P_n = \text{spectral losses}, P_{n,c} = \text{partial losses of the first } n \text{ harmonics}, P = \text{total losses}. \]

\[ \varepsilon''(f) = \text{const.} \]

**Fig. 7.5:** (a) Voltage harmonics for a PWM signal with a constant duty cycle (representation limited to the first harmonics), (b) envelope of the voltage harmonics (in dBV), (c) envelope of the power loss harmonics (in dBW), and (d) cumulative sum of the power harmonics. The following parameters are used: \( f_s = 1\ kHz, t_r = 100\ ns, \) and \( D_c = 50\%. \) With the chosen duty cycle, no even harmonics are present. All the values are normalized with respect to the fundamental harmonic.

where \( f_s \) is the switching frequency, \( P_n \) the spectral losses, \( P_{n,c} \) the partial losses of the first \( n \) harmonics, and \( P \) the total losses. The assumption \( \varepsilon''(f) = \text{const.} \) is made.

Fig. 7.5 depicts the voltage harmonics (cf. (7.17)), the loss spectral components (cf. (7.18)), and the cumulative sum of the losses (cf. (7.19)). The voltage and power harmonics are proportional to \( 1/n \) for frequencies below the corner frequency of the low-pass filter. Above the corner frequency, the voltage and power harmonics are proportional to \( 1/n^2 \) and \( 1/n^3 \), respectively. Therefore, the sum (7.20) only converges above the corner frequency [321].
This implies that an infinitesimally short switching transition would lead to infinite losses. However, this is only true with the assumption of a frequency-independent complex permittivity, which is nonphysical for very large frequency ranges (cf. (7.8)). Nevertheless, the aforementioned results indicate that a model of the switching transition is required for evaluating the dielectric losses with PWM voltages (cf. (7.16)). Moreover, the sum $P$ is much greater than the fundamental harmonic $P_1$, showing that a fundamental frequency analysis is invalid.

The calculation of (7.20) is computationally intensive since it requires the summation of many harmonics (cf. Fig. 7.5(d)). This holds especially true for the cases where the electric field patterns are obtained from numerical simulations and the summation is performed on a meshed geometry. Therefore, a closed-form approximation is proposed (with the assumption $\varepsilon''(f) = \text{const.}$):

$$P \approx \lambda P_1,$$

(7.21)

$$P_1 = (\varepsilon'_r C_0) \left(2\pi f_s\right) \left(\frac{\sqrt{2}}{\pi} V_{\text{DC}}\right)^2,$$  

(7.22)

$$\lambda = \frac{1}{2} \ln \left(2e^\gamma \frac{f_c}{f_s} \sin(\pi D_c)\right),$$  

(7.23)

where $P_1$ expresses the losses at the fundamental frequency (with $D_c = 50\%$). The correction factor $\lambda$ takes into account the duty cycle and the harmonics. The constant $\gamma \approx 0.58$ is the Euler-Mascheroni constant. The derivation of (7.21) requires elaborate calculations, which are given in Appendix B.1. The accuracy of the approximation is evaluated in Appendix B.5 for different frequencies, duty cycles, and switching speeds. It is found that the approximation is highly accurate (1\% error). The error is also small (4\% error) if a ramp function is used instead of the low-pass filter step response for modeling the switching transition (cf. Fig. 7.4(b)). This indicates that an exact model of the switching transition is not necessary and that the model used in (7.16) is sufficient. Moreover, this approximation can be applied to PWM signals with variable duty cycle (e.g., sinusoidal modulation and multi-level inverters) by means of local duty cycle averaging, as shown in [153].

Fig. 7.6 depicts the results obtained with (7.21) for different rise times, switching frequencies, and duty cycles for typical values encountered in MV converters. It can be seen that the impact of the voltage ($P \sim V_{\text{DC}}^2$) and frequency ($P \sim f_s \ln(\text{const.}/f_s)$) are very strong while the losses increase only logarithmically with respect to the reciprocal of the rise time ($P \sim$
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Fig. 7.6: (a) Impact of the switching frequency, the rise time, and (b) the duty cycle on the dielectric losses. The excitation is a PWM signal with a constant duty cycle. All the power values are normalized with respect to $\epsilon''_r C_0 V_{\text{DC}}^2$ while the used parameters are given in the figures.

In $(\text{const.} / t_r)$. The influence of the duty cycle on the losses is almost negligible in the practically relevant range ($D_c \in [10 \%, 90 \%]$).

### 7.3.2 Frequency-Dependent Materials

In the previous subsection, a constant $\epsilon''_r (f)$ has been assumed. However, due to the coupling between the real and imaginary part of the permittivity (Kramers-Kronig relations, cf. (7.8)), this approximation cannot be accurate in a wide frequency range. The fact that the insulation of power converters is subject to a wide range of operating temperatures and frequencies increases the probability of encountering loss peaks (cf. Fig. 7.3).

In this work, at first, an epoxy resin is considered since this a common insulation material for potting MV components. This resin is an unfilled epoxy (“vonRoll Damisol 3418”) with a high glass transition temperature ($T_g = 136 \, ^\circ\text{C}$) [145, 323]. Due to the high glass transition temperature, this epoxy features low losses in a wide temperature range (cf. Fig. 7.3).

The complex permittivity is typically measured with a dielectric spectroscopy setup. A voltage is applied to the dielectric and the current is measured. Then, the complex impedance is computed and the complex permittivity can be extracted. Such measurements are intrinsically ill-conditioned due to the low dissipation factor, i.e. the phase shift between the voltage and the current is almost $90^\circ$. Therefore, highly accurate impedance measurement setups, which are optimized and/or calibrated for capacitive loads, are
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Fig. 7.7: (a) Measured values of $\varepsilon'_r (f, T)$ and (b) $\varepsilon''_r (f, T)$ for the epoxy resin “vonRoll Damisol 3418” [322]. The glass transition temperature ($T_g = 136^\circ\text{C}$) is indicated. The $\alpha$ relaxation peak and the beginning of the $\beta$ relaxation are shown.

required [144,145]. Fig. 7.7 shows the measured complex permittivity for the selected resin. The measurements are done with a disc-shaped specimen using a “Novocontrol Alpha-A” high precision dielectric spectroscopy system [322].

The $\alpha$ relaxation peak (at the glass transition temperature) and the beginning of the $\beta$ relaxation peak (peak above 10 MHz) can be identified (cf. Fig. 7.3). The $\alpha$ relaxation peak is very large and corresponding large losses result if the epoxy resin is operated near the glass transition temperature. It is, therefore, obvious that the approximation of a constant complex permittivity can only be valid in a limited frequency and temperature range.

The Kramers-Kronig relations can be applied to the measured data. Between the relaxation peaks, where the permittivity curve is flat, the approximation (7.8) of the Kramers-Kronig integral (7.7) can be used. Fig. 7.8 shows the correlation between the real and imaginary part of the permittivity and the curves reconstructed with (7.8). A detailed analysis of the accuracy of the approximation of the Kramers-Kronig relations is presented in Appendix B.4 and it is found that the approximation is valid between the loss peaks (9 % error).

7.3.3 Upper Bound on the Dielectric Losses

In Subsection 7.3.1, it has been shown that the model of a frequency-independent permittivity diverges for infinite switching speeds. With the results presented in Subsection 7.3.2, this problem can be eliminated and an upper bound for the dielectric losses can be derived.
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Fig. 7.8: (a) Measured $\varepsilon'_r(f)$ and (b) $\varepsilon''_r(f)$ at different temperatures for the epoxy resin “vonRoll Damisol 3418” [322]. An approximation of $\varepsilon''_r(f)$, computed with the Kramers-Kronig approximation (7.8), is also shown. The selected frequencies and temperatures are located below the $\alpha$ and $\beta$ peaks (cf. Fig. 7.7).

A single (non-periodic) voltage transition (step response of a first-order low-pass filter, cf. Fig. 7.4(b)) is considered. With the Fourier transformation, the dissipated energy can be calculated in frequency domain:

$$W = C_0 V_{DC}^2 \left( \frac{1}{\pi} \int_0^\infty \varepsilon''_r(f) \frac{f^2}{f^2 + f_c^2} df \right).$$  \hspace{1cm} (7.24)

The derivation of (7.24) is given in Appendix B.2. For slow switching transition (cf. (7.16)), the integral converges to zero:

$$\lim_{t_r \to \infty} W = 0. \hspace{1cm} (7.25)$$

With the Kramers-Kronig relations (cf. (7.6)), the expression (7.24) can be rewritten as

$$W = C_0 V_{DC}^2 \left( \frac{\varepsilon'_r(0) - \varepsilon'_r(\infty)}{2} - \frac{1}{\pi} \int_0^\infty \varepsilon''_r(f) \frac{f}{f^2 + f_c^2} df \right).$$ \hspace{1cm} (7.26)

The derivation of (7.26) is also given in Appendix B.2. For a switching transition with an infinite switching speed (cf. (7.16)), the integral converges to zero. This implies that the first term of the equation represents an upper bound for the dielectric losses [320]:

$$W_{\text{max}} = \lim_{t_r \to 0} W = C_0 V_{DC}^2 \frac{\varepsilon'_r(0) - \varepsilon'_r(\infty)}{2}. \hspace{1cm} (7.27)$$
However, with periodic PWM voltages, this upper bound is usually not reached due to the limited switching speed of the semiconductors. Additionally, a periodic PWM signal does not excite frequencies below the switching frequency, which is not the case for a single (non-periodic) switching transition. Therefore, this upper bound is only of theoretical interest and cannot be used for computing the dielectric losses of insulation systems. An approximation taking into account the finite switching speed and the presence of a finite fundamental period is presented in the next subsection.

### 7.3.4 PWM with Frequency-Dependent Materials

The approaches considered in Subsection 7.3.1 and Subsection 7.3.2 can be combined for extracting a closed-form approximation of the dielectric losses produced by frequency-dependent materials under PWM voltages:

\[
P = (\lambda_1 + \lambda_2) P_1, \quad (7.28)
\]

\[
P_1 = (\varepsilon''_r (f_s) C_0) \left(2\pi f_s\right) \left(\frac{\sqrt{2}}{\pi} V_{DC}\right)^2, \quad (7.29)
\]

\[
\lambda_1 = \frac{1}{2} \ln \left(2\varepsilon''_r \sin (\pi D_c)\right). \quad (7.30)
\]

\[
\lambda_2 = \frac{1}{2\varepsilon''_r (f_s)} \int_{\ln(f_s)}^{\ln(f_c)} \varepsilon''_r (f) \, d \left(\ln (f)\right), \quad (7.31)
\]

where \(P_1\) represents the losses at the fundamental frequency. The correction factors \(\lambda_1\) and \(\lambda_2\) describe the impact of the duty cycle, the harmonics, and the frequency dependence of the material parameters. The derivation of (7.28) is given in Appendix B.3. The proposed formula requires the measurement of \(\varepsilon''_r (f)\) for \(f \in [f_s, f_c]\) (cf. (7.16) and (7.17)), which is not always available and difficult to perform (due to \(\varepsilon'_r \gg \varepsilon''_r\)) [144, 193, 324]. However, with the Kramers-Kronig relations (cf. (7.8)), the approximation (7.31) can be simplified.
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The difference \( \varepsilon_{r,\text{diff}} \) (cf. (7.35)) and the area \( \varepsilon_{r,\text{int}} \) (cf. (7.31)), which are figures of merit for the losses, are shown.

and rewritten as

\[
P = (\lambda_1 + \lambda_2) P_1, \tag{7.32}
\]

\[
P_1 = \left( \frac{\pi}{2} \frac{\partial \varepsilon'_r(f)}{\partial \ln(f)} \right)_{f_s} C_0 \left( 2\pi f_s \right) \left( \frac{V_{\text{DC}}}{\pi} \right)^2, \tag{7.33}
\]

\[
\lambda_1 = \frac{1}{2} \ln \left( 2e^y \sin \left( \pi D_c \right) \right). \tag{7.34}
\]

\[
\lambda_2 = \frac{\pi}{4\varepsilon''_r(f_s)} \left( \varepsilon'_r(f_s) - \varepsilon'_r(f_c) \right). \tag{7.35}
\]

The area \( \varepsilon_{r,\text{int}} \) (cf. (7.31)) approximates the summation over frequencies of the dielectric losses (cf. (7.20)) and, therefore, is a figure of merit for the losses generated by a dielectric material with PWM voltages. The integral can be combined with the derivative term present of the Kramers-Kronig approximation (cf. (7.8)) leading to an even simpler figure of merit: the difference \( \varepsilon_{r,\text{diff}} \) (cf. (7.35)). Fig. 7.9 illustrates how these figures of merit can be used for comparing the losses at different temperatures. In addition, they are useful for comparing the losses between different materials.

The accuracy of the approximations is evaluated in Appendix B.5 for different frequencies, duty cycles, switching speeds, and temperatures. The approximations are found to be valid for the selected resin: 8% error with (7.28) and 16% error with (7.32). If the frequency dependence of the material parameters is neglected (cf. (7.21)), the error is greater than 100%, indicating

![Fig. 7.9](image-url)
that the frequency dependence of the permittivity must be considered for accurate computations.

### 7.4 Case Study: MV/MF Transformer

With the help of the proposed approximations, the dielectric losses of different components can be examined. Since it has been identified that the stresses are particularly high for MV/MF transformers operated inside MV DC-DC converters, such a transformer has been selected for this case study [64, 82, 105, 142, 143, 153, 154].

#### 7.4.1 Transformer Design

The SST demonstrator presented in Subsection 1.7.2 is considered. This 25 kW SST includes a single-cell SRC-DCX operated at 48 kHz between a 7 kV DC bus and a 400 V DC bus. The MV/MF transformer of the considered SST is subject to all identified critical aspects with respect to dielectric losses: MF operation, high switching speed, large CM voltages, and large DM voltages. The design of the MV/MF transformer is described in Chapter 5.

It should be noted that a small difference exists between the system simulated in this chapter and the constructed demonstrator prototype. A simplified version of the AC-DC stage is considered since the AC-DC stage only affects the CM voltages applied to the MV/MF transformer. In this chapter, a full-bridge operated at 48 kHz is considered for the AC-DC rectifier, even if the demonstrator prototype has been operated with a ZVS triangular current mode modulation, featuring a variable switching frequency (between 35 kHz and 75 kHz) [197]. Nevertheless, the exact modulation scheme of the AC-DC stage is no a critical parameter for examining the dielectric losses of the MV/MF transformer.

Fig. 7.10 shows the circuit topology and the constructed transformer prototype (cf. Chapter 5). The stray inductance of the transformer, together with the series capacitor located on the LV side, is used as a resonant tank [83, 143]. The DC-DC converter is operated at the resonance frequency and ZVS is achieved with the magnetizing current of the transformer (cf. Chapter 8) [88, 198]. This implies that the switched current is nearly load-independent (quasi-ZCS) and that the switching transitions feature a limited speed, which is beneficial for the dielectric losses (cf. Fig. 7.6) [111, 112, 143]. Due to the split DC-bus half-bridge configuration, the DM voltage applied to the MV winding
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**Fig. 7.10:** (a) Considered SST (AC-DC converter and isolated DC-DC converter) where the MV/MF transformer is highlighted. (b) MV/MF transformer windings (before vacuum potting). (c) Constructed MV/MF transformer prototype.

**Fig. 7.11:** Measured voltages and currents for the (a) MV side and (b) LV side of the MV/MF transformer. The series-resonant DC-DC converter is operated at the switching frequency.
Fig. 7.12: Currents and voltages created by the MV side of the SST: (a) AC grid current, (b) AC PWM voltage, (c) MV/MF transformer terminal voltages, and (d) MV/MF transformer CM and DM voltages. For illustration purposes, a switching frequency of 1 kHz is selected for the AC-DC and DC-DC stages (instead of 48 kHz).

is $\pm 3.5$ kV. Fig. 7.11 shows the measured voltages applied to the transformer and the corresponding currents [198]

In addition to the DM voltage applied to the transformer by the DC-DC stage, the AC-DC stage is creating an extra CM voltage. Fig. 7.12 illustrates the total voltages applied to the MV side of the transformer, given that the system is grounded with respect to the AC grid (solid-earthing) on the MV side and with respect to the DC-bus negative rail on the LV side (cf. Fig. 7.10(a)). The first component of the CM voltage is generated by the AC-DC stage, i.e. the negative rail of the MV DC-bus is jumping between $-7$ kV and 0 kV with respect to earth (at 48 kHz, with a sinusoidal modulation). The second component of the CM voltage is created by the split DC-bus half-bridge configuration of the DC-DC stage, which is adding a constant CM voltage of 3.5 kV [105]. The total CM voltage has an average value of 0 kV over a complete grid period [105]. Altogether, a CM LF AC voltage, a CM MF PWM voltage, and a DM MF PWM voltage are applied to the transformer insulation and the peak voltage is 7 kV.
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Tab. 7.1: Electric Field and Dielectric Losses

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Epoxy</th>
<th>Silicone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum electric field inside the insulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMS field</td>
<td>14.9 kV/cm</td>
<td>15.0 kV/cm</td>
</tr>
<tr>
<td>Peak field</td>
<td>22.4 kV/cm</td>
<td>22.6 kV/cm</td>
</tr>
<tr>
<td>Maximum electric field at the surface of the insulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMS field</td>
<td>12.4 kV/cm</td>
<td>12.5 kV/cm</td>
</tr>
<tr>
<td>Peak field</td>
<td>18.6 kV/cm</td>
<td>18.7 kV/cm</td>
</tr>
<tr>
<td>Capacitive reactive power and dielectric losses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacitive reactive power</td>
<td>1.0 kVar</td>
<td>1.2 kVar</td>
</tr>
<tr>
<td>Total dielectric losses</td>
<td>14.1 W</td>
<td>8.4 W</td>
</tr>
<tr>
<td>Max. dielectric loss density</td>
<td>405 W/l</td>
<td>273 W/l</td>
</tr>
</tbody>
</table>

7.4.2 Transformer Simulation

The design and simulation procedure of the MV/MF transformer is described in detail in Chapter 5. The waveforms applied to the transformer by the SRC-DCX are described in Chapter 8. The losses are computed locally based on the applied stress (magnetic flux, electric field, or current density) and temperature. The consideration of a non-uniform loss distribution is required for modeling eventual thermal runaways, which are occurring locally. This is especially critical for the dielectric losses, which are confined to restricted regions of the transformer and, therefore, can lead to very local temperature hot spots. The dielectric material parameters are measured with small-signal frequency domain measurements of the complex permittivity with disc-shaped specimens. The frequency and temperature dependences of the dielectric, electric, and magnetic material parameters are considered. The electric field pattern is extracted from frequency-dependent FEM simulations and the dielectric losses are then computed with (7.9) in frequency domain [228].

7.4.3 Epoxy Resin Insulation

In a first step, the transformer is insulated with the aforementioned “vonRoll Damisol 3418” unfilled epoxy resin (cf. Fig. 7.7) [323]. Figs. 7.13(a)-(b) show the simulated losses and the corresponding temperature distribution for different load conditions. As expected, the voltage related losses (core, cooling, and
Fig. 7.13: (a) Simulated loss breakdown and (b) temperatures (averaged and hot spot) for the MV/MF transformer with an epoxy resin insulation (“vonRoll Damisol 3418”). (c) Simulated loss breakdown and (d) temperature (averaged and hot spot) for the MV/MF transformer with a silicone elastomer insulation (“Dow Corning TC4605 HLV”). For the epoxy resin, the glass transition temperature ($T_g = 136^\circ$C) and the associated thermal runaway ($\alpha$ peak) are also indicated. The ambient temperature is set to $40^\circ$C.
insulation) are approximately load-independent. Only the winding losses, which are related to the current, are (quadratically) load-dependent.

The key parameters (electric field and dielectric losses) are summarized in Tab. 7.1 for nominal load operation (25 kW). The maximum peak electric field in the insulation is 22.6 kV/cm, which is low for a dry-type insulation material [142,325,326]. However, the total capacitive reactive power, computed as the sum of the reactive power of the different harmonics, is 1.0 kVar. This implies that, even with a low dissipation factor, the dielectric losses represent 27% of the transformer losses at no-load operation and 17% at the nominal load.

For loads exceeding 28 kW (12% overload), a thermal runaway occurs in the insulation (inside the core window, between the windings). The mechanism of the thermal runaway can be explained as follows. The hot spot temperature of the transformer increases when evaluated over the load. This temperature increase is mainly produced by the winding losses which are strongly load-dependent. When the hot spot temperature reaches the glass transition temperature of the insulation material ($T_g = 136 ^\circ C$ for the considered epoxy resin), a massive increase of the dielectric losses occurs ($\alpha$ peak, cf. Fig. 7.7). According to these results, the considered epoxy resin, which is a typical resin employed for LF systems, is less suitable at MF.

The considered unfilled resin features low-losses (cf. Fig. 7.7) and a high glass transition temperature ($T_g = 136 ^\circ C$) at the cost of a low thermal conductivity (0.3 W/mK). Unfortunately, this problem is likely to appear with most epoxy resins. Filled epoxy resins will typically feature higher thermal conductivities but also higher losses and lower glass transition temperatures [193,318]. Hence, the transformer prototype has not been insulated with epoxy resin.

### 7.4.4 Silicone Elastomer Insulation

Materials with significantly lower or higher glass transition temperatures (compared to the operating temperature) would be better suited for the insulation of MF transformers. Therefore, silicone elastomers which feature a low glass-transition temperature (below 0 °C in the relevant frequency range) are considered, such that the loss peak associated with the glass transition temperature is not critical [301]. Furthermore the $\beta$ relaxation, which is much smaller than the $\alpha$ relaxation is occurring in the MHz range, i.e. above the corner frequency defined by the switching speed (cf. (7.16)). Therefore, over the complete operating range, no resonance peaks are encountered (cf. Fig. 7.3). The relatively high cost of silicones (as compared to epoxies) is not a
Table 7.2: Properties of the “Dow Corning TC4605 HLV” Silicone

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity</td>
<td>1.0 W/mK</td>
</tr>
<tr>
<td>Maximum temperature</td>
<td>200 °C</td>
</tr>
<tr>
<td>Electrical resistivity</td>
<td>$10^{13}$ Ωm</td>
</tr>
<tr>
<td>Dielectric strength</td>
<td>24 kV/mm</td>
</tr>
<tr>
<td>Real permittivity</td>
<td>$\varepsilon'_r &lt; 4.1$ ($f &gt; 50 \text{kHz}$ $\land T &lt; 120 \text{°C}$)</td>
</tr>
<tr>
<td>Imaginary permittivity</td>
<td>$\varepsilon''_r &lt; 0.033$ ($f &gt; 50 \text{kHz}$ $\land T &lt; 120 \text{°C}$)</td>
</tr>
<tr>
<td>Dissipation factor</td>
<td>$\tan \delta &lt; 0.8%$ ($f &gt; 50 \text{kHz}$ $\land T &lt; 120 \text{°C}$)</td>
</tr>
</tbody>
</table>

For the considered transformer, the silicone elastomer “Dow Corning TC4605 HLV” has been chosen [268]. This elastomer features a relatively high breakdown strength, moderate permittivity, low dielectric losses, high thermal conductivity (the silicone is mixed with a filler), high temperature stability, low flammability, low viscosity (before curing), good mechanical stability (after curing), and good surface adhesion. The key properties of the material are summarized in Tab. 7.2.

Figs. 7.13(c)-(d) show the simulated losses and the corresponding temperature distribution. The key parameters (electric field and dielectric losses) are again summarized in Tab. 7.1 at the nominal load (25 kW). Compared to the epoxy insulation, the maximum RMS electric field, maximum peak electric field, and the capacitive reactive power are similar. However, the dielectric losses are lower: 16 % of the transformer losses at no-load operation and 11 % at the nominal load. The simulation shows that with silicone insulation, the transformer could be operated at 35 kW (40 % overload) without experiencing excessive temperature or a thermal runaway.

Fig. 7.14 depicts the RMS electric field and the insulation losses. Due to the split DC-bus half-bridge configuration, the electric field pattern is slightly asymmetric between the two halves of the core sets (cf. Fig. 7.12) [105]. As expected, the electric field is most pronounced between the MV and LV windings and inside the MV winding. Since the insulation losses are proportional to the square of the electric field, the dielectric losses are only significant near the surface of the MV winding. Due to the permittivity mismatch between
Fig. 7.14: (a) RMS value of the electric field and (b) dielectric loss density in the insulation (logarithmic and linear scales). The simulations are conducted at rated conditions (25 kW) with the silicone elastomer “Dow Corning TC4605 HLV” as insulation material. Due to the permittivity mismatch between the silicone and the air, the electric field is pushed towards the air ducts, given that the magnetic core is grounded.
the silicone and the air, the electric field in the air ducts is particularly large, but below the ionization electric field in air (cf. Chapter 6) [142,143].

7.4.5 Dielectric Loss Measurements

From the aforementioned considerations and simulations, the silicone elastomer “Dow Corning TC4605 HLV” appears to be superior to epoxy resins and, therefore, has been chosen for insulating the transformer prototype. The LV and MV windings are wound on a polycarbonate coil former, potted with a vacuum potting process, and cured in an oven (cf. Section 5.3).

Due to the low dissipation factor, dielectric losses are only accounting for a small part of the total transformer losses, i.e. 16 % at no-load operation and 11 % at the nominal load. Therefore, the extraction of the dielectric losses during rated operation is intrinsically ill-conditioned and, therefore, inaccurate. For this reason, the measurement of the insulation losses is done with pure CM excitations between the MV and LV windings (the core is grounded with respect to the LV side). With such an excitation, no core or winding losses are occurring and the presented dielectric loss computation methods can be validated. The following excitations are considered:

- \( S_{50k} \) - A MV/MF sinusoidal voltage with a frequency of 50 kHz and a peak amplitude of \( \pm 3.6 \) kV.
- \( S_{100k} \) - A MV/MF sinusoidal voltage with a frequency of 100 kHz and a peak amplitude of \( \pm 3.6 \) kV.
- \( P_{890n} \) - A MV/MF PWM voltage with a switching frequency of 50 kHz, a duty cycle of 50 %, a rise time (10 % – 90 %) of 890 ns, and an amplitude of \( \pm 3.5 \) kV.
- \( P_{480n} \) - A MV/MF PWM voltage with a switching frequency of 50 kHz, a duty cycle of 50 %, a rise time (10 % – 90 %) of 480 ns, and an amplitude of \( \pm 3.5 \) kV.

Fig. 7.15 shows the measured voltages and the associated CM current through the insulation (\( C_{CM} = 139.3 \) pF, cf. Subsection 5.4.2). The sinusoidal voltages are generated with a series-resonant circuit fed by a linear amplifier. The PWM voltages are generated by a 10 kV SiC MOSFETs bridge (MV bridge of the SRC-DCX, cf. Subsection 1.7.2) [111,112,198]. The switching speed of the MOSFETs is adjusted with the ZVS current, which is provided by a parallel inductor featuring an adjustable air gap.
7.4. Case Study: MV/MF Transformer

Fig. 7.15: (a) Measured CM voltages applied between the MV winding and the LV winding (the core is grounded with respect to the LV side). (b) CM charging current flowing through the MV winding.

The electrical measurement of the dielectric losses is difficult since most dielectric measurement systems are working with small-signal sinusoidal waveforms and cannot deal with MV/MF sinusoidal or MV/MF PWM voltages. Therefore, the following measurement methods are considered (at an ambient temperature of 22 °C):

▶ **Meas. / LV frequency** - The transformer is measured with small signal excitation and the spectral components of the dielectric losses are extracted. The LF measurements (below 150 kHz) are done with the setup described in [144, 145] and the HF measurements (above 150 kHz) are obtained with a precision impedance analyzer [236]. Both measurement setups are carefully calibrated with a quasi-lossless gas reference capacitor [327]. Afterwards, the losses associated with the aforementioned excitations are reconstructed using (7.10) with the hypothesis that the dielectric polarization of the insulation material behaves linearly with respect to the electric field. The peak voltage applied to the insulation varies, depending on the used setup, between 1.4 V and 140 V. Since the dielectric losses are proportional to the square of the voltage, this implies that the measured losses are between $10^2$ and $10^7$ times smaller than the unscaled values.

▶ **Meas. / MV calorimetric** - The transformer is measured with the MV signals and the losses are extracted with transient calorimetric measurements [111, 112]. The windings are equipped with four NTC thermistors (two at the surface of the potted windings and two inside the wind-
ings) and the complete transformer (without the fan) is brought in a thermally insulated polystyrene box. In a first step, the relations between the measured temperatures and the losses are extracted by injecting DC currents in the MV winding (between 1 W and 10 W of losses). Afterwards, the transformer is fed with the MV CM voltages (cf. Fig. 7.15) and the temperatures are recorded. Then, it is straightforward to extract the dielectric losses from the calibration data. The duration of the calibrations and measurements is set to 18 minutes and the time constant of the system is 35 minutes (without the fan). This implies that the measurement is done during the temperature transient. The temperature elevation remains under 3°C, implying that the temperature dependence of the permittivity can be neglected. This measurement method does not rely on the linearity of the insulation material. The only hypothesis is that the temperature distribution is similar during calibrations and measurements, which is confirmed by the comparison of the measured time constants and temperatures.

The computation of the losses is done with the CM electric field obtained from FEM ($C_{CM} = 149.8 \text{ pF}$, cf. Subsection 5.4.2) [228]. The insulation material properties are obtained with small-signal frequency domain measurements of the complex permittivity on a disc-shaped specimen. Then the following methods are used for computing the losses (cf. Section 7.3):

- **Sim. / Infinite Summation** - The dielectric losses are obtained with an infinite summation over the harmonics (cf. (7.10)). For the sinusoidal voltages, only one term is non-zero.

- **Sim. / Imag. Eps. Approx.** - The approximations based on the imaginary part of the permittivity are used for extracting the losses (cf. (7.28), (7.29), (7.30), and (7.31)). This method is only applicable to PWM voltages (and not to sinusoidal voltages).

- **Sim. / Real Eps. Approx.** - The approximations based on the real part of the permittivity are used for extracting the losses (cf. (7.32), (7.33), (7.34), (7.35)). This method is only applicable to PWM voltages (and not to sinusoidal voltages).

Tab. 7.3 depicts the calculated and measured losses. The maximum error between the two measurement methods is below 9% and the maximum error between the measurements and the computations is below 13%. These deviations are matching with the estimated measurement uncertainties. For
the MV calorimetric measurements, the total estimated uncertainty is ±16 %, where the temperature measurement (±6 %, datasheet of the NTC thermistors and ADCs) and the error due to the discrepancies between the calibration and the measurements (±10 %, estimated with thermal FEM simulations) are considered. Hence, the following hypotheses are verified by the aforementioned measurements:

▶ The dielectric response is linear with the electric field and, therefore, the losses of the different harmonics can be determined based on small signal excitations and combined. This point is proven by comparing the small and large signal measurements (both for sinusoidal and PWM voltages).

▶ The electric field pattern computed with FEM simulations is sufficiently accurate for computing the losses. This is verified by comparing the measured CM capacitance and losses to the simulated values. This implies that the dielectric loss simulations done for the transformer during rated conditions (with CM and DM voltages, cf. Subsection 7.4.2) are valid.

▶ The proposed approximations (cf. Subsection 7.3.4) can be used to avoid the summation of the spectral losses. This greatly facilitates the computation of the dielectric losses from FEM simulations since no computationally intensive summations on FEM meshes are required.

7.5 Design Guidelines

The presented approaches and results can be combined in order to extract design guidelines for choosing appropriate MV/MF (dry-type) insulation materials and computing the corresponding dielectric losses:
First, the relevant frequency and temperature ranges should be identified for the insulation system. The frequency range spans from the switching frequency to the corner frequency defined by the switching speed of the semiconductors (cf. (7.16)). The obtained switching speed depends on the used semiconductors and the switching conditions (e.g., ZVS and hard-switching). The usage of converter topologies featuring multiple levels (e.g., flying capacitor, ISOP structures, and MMLC) [92–94,105] and/or ZVS (e.g., DAB and SRC) [44,56,83,198] reduces the stress applied to the insulation due to the smaller voltage steps and the reduced switching speeds, respectively.

The insulation material should be chosen such that no large loss peak occurs in the aforementioned operating range (cf. Fig. 7.3). Particularly, the $\alpha$ relaxation (glass transition temperature) puts a constraint on the temperature range. The $\beta$ relaxation is less critical but the associated superlinear increase of the dielectric losses as a function of operating frequency should be taken into account. For most insulation materials, the permittivity and dissipation factor provided in the datasheets do not cover the required frequency and temperature ranges. Depending on the required accuracy, the missing information can be extrapolated, taken from available material databases, or measured with a dielectric spectroscopy setup [144,318,322].

If the permittivity curve is almost constant over the considered spectrum (absence of loss peaks), the approximation (7.21) applies. If the frequency dependence of the permittivity is moderate (absence of loss peaks), the approximations (7.28) and (7.32) can be used. For other cases, the computationally intensive summation (7.10) is required.

In power converter insulations, the dielectric materials are usually not the primary source of losses (e.g., compared against core, winding, and semiconductor losses). If the external losses (e.g., winding losses and core losses) are dominating, the dielectric losses can be neglected for computing the temperature distribution. If the external losses and the dielectric losses are in the same range, the impact of the dielectric losses on the temperature distribution should be taken into account with an iterative process. This iterative process is also required for detecting thermal runaways.

The dielectric losses with MV excitations can be measured with calorimetric methods. However, due to the linearity of dry-type polymeric
insulation materials, small-signal frequency domain spectroscopy can also be used. Such measurements can be conducted with complete prototypes or material samples. The latter is particularly useful during design phases. Moreover, some capacitances (e.g., DM capacitance of transformers) cannot be measured with complete prototypes without exciting non-dielectric effects (e.g., conduction losses and magnetic losses).

The measurements conducted on the MV/MF transformer prototype prove that the dielectric losses are a critical parameter for MV/MF insulation. However, the choice of a MV/MF insulation material cannot be reduced solely to the dielectric losses. Many other factors influence the suitability of a material for a specific application:

▶ **High Voltage** - The breakdown voltage, the bulk conductivity, and the resistance against partial discharges are important properties for MV/MF insulation materials [146, 148–150, 270, 282, 283]. The DC conductivity is particularly important for determining the DC electric field distribution (cf. Chapter 6) [143, 143, 278, 287, 299, 300].

▶ **Permittivity** - Even if the dielectric losses are proportional to the imaginary part of the permittivity (cf. (7.10)), the real part is also an important design parameter since it is responsible for the capacitive reactive power in the insulation. Relatively large displacement currents may create losses in the grounding system, oscillations, and EMI issues (cf. Chapter 6) [143, 159, 160, 171].

▶ **Thermal** - The thermal conductivity of the insulation is critical since it directly defines the thermal performance of the system. However, materials with high thermal conductivity often feature poor (di)electric performance [300, 318]. Furthermore, the maximum operating temperature (thermal aging) and the flammability of the material should be taken into account.

▶ **Chemical** - The resistance to moisture and corrosion, as well as the chemical compatibility with other materials (e.g., glue, windings, and coil formers), has to be considered. The aging of the material is also an important issue [148, 270].

▶ **Mechanical** - The mechanical properties (e.g., flexible, rigid, brittle, viscosity before curing, surface adhesion, thermal expansion, and the potential presence of cavities or defects), as well as the processing
Trade-offs are required between these properties. The unfilled epoxy resin ("vonRoll Damisol 3418") considered in this work features a high glass transition temperature, relatively low losses, a moderate permittivity, and a good mechanical stability. However, this material has a low thermal conductivity, is brittle, and exhibits high losses near the glass transition temperature. An unfilled silicone elastomer, compared to the selected filled silicone elastomer ("Dow Corning TC4605 HLV"), would feature lower losses but also lower thermal conductivity and a reduced mechanical stability [301]. Generally, the adjunction of a thermally conductive filler (e.g., SiO$_2$ and Al$_2$O$_3$) increases the permittivity, degrades the (di)electric performance, and increases the viscosity of the polymer (before curing).

Non-pottable and/or non-polymeric insulation materials, such as mica, ceramic (e.g., AlN and AlSiC), aramid (e.g., Nomex), polyimide (e.g., Kapton) also feature interesting properties, i.e. high breakdown strength (especially for thin layers), good resistance to partial discharges, and low losses [318,328]. These materials are typically combined with potted polymeric materials (e.g., epoxy, silicone, and polyurethane) or oils, in order to avoid the presence of air near the electric field hot spots, which can lead to partial discharges [61, 105,325].

7.6 Summary

This chapter examines the dielectric losses in the insulation of MV converters. The dielectric losses are a quantitative indicator for the MF insulation stress, which is useful for design and diagnostic processes. First, the modeling of dielectric losses in time and frequency domain is reviewed. Afterwards, the impact of PWM voltages generated by typical power converters on the dielectric losses is studied. Analytical expressions for calculating the dielectric losses of the frequency-dependent materials used in dry-type insulation systems are derived. It is shown that fundamental frequency analysis inaccurately determines the dielectric losses with PWM voltages. For obtaining the correct spectrum, a model of the switching transitions is also required. The proposed approximations are verified with permittivity measurements conducted for a typical MV insulation epoxy resin at different frequencies and temperatures (less than 16 % error). It is shown that, for accurate loss predic-
tions, the frequency and temperature dependences of the material parameters should be considered.

The described computation techniques are applied to the MV/MF transformer (±3.5 kV to ±400 V, 48 kHz, 25 kW) used in the DC-DC converter of the considered SST demonstrator (cf. Subsection 1.7.2 and cf. Chapter 5). With the considered epoxy resin, the insulation losses reach 17% of the total transformer losses at the rated power. Moreover, a thermal runaway, associated with the loss peak at the glass transition temperature, limits the achievable power rating. The usage of a high performance silicone elastomer mitigates the aforementioned problems. The realized prototype, which features a silicone elastomer insulation, is measured with small-signal spectroscopy and with MV large-signal calorimetric methods. It is shown that the deviations between the measurements and the proposed computation methods are below 13%. Finally, guidelines are given for selecting suitable insulation materials for MV/MF applications.
Chapter Abstract

The DC-DC LLC SRC is one of the most popular galvanically isolated DC-DC converters since it provides ZVS, reduced RMS currents, and tightly couples the input and output voltages, when it is operated at (or below) the resonance frequency, and, therefore, acts as DCX without requiring closed-loop voltage control. Hence, this topology has been selected for the bidirectional DC-DC converter (7 kV to 400 V, 48 kHz, 25 kW) of the considered SST demonstrator. This chapter first highlights the limitations of passive (or synchronous) rectification (e.g., oscillations, current distortion, and load-dependent voltage transfer ratio) for bridges employing semiconductors with large output capacitances. Afterwards, a modulation scheme (MCS-ZVS), which allows an active sharing of the magnetizing current between the primary-side and secondary-side MOSFET-based bridges, is analyzed. It is shown that the ZVS mechanism is acting equivalent to a controller, allowing for a robust open-loop operation of the converter. The proposed modulation scheme features a load-independent voltage transfer ratio, load-independent ZVS for both bridges, and quasi-sinusoidal currents. Finally, the modulation scheme is experimentally verified on the realized SRC-DCX prototype and the following performance is achieved: 99.0 % full-load efficiency with a power density of 3.8 kW/l (62 W/in³, 2.9 kW/kg, and 1.3 kW/lb).

8.1 Introduction

Two main circuit topologies have emerged for the realization of high-power DC-DC converters: the DAB [44, 56, 78] and the LLC SRC [42, 61, 81–84]:

- **DAB** - The DC-DC DAB features extended voltage and power flow control capabilities [78]. Furthermore, ZVS and/or ZCS can be achieved [78].
However, the trapezoidal currents in a DAB exhibit large harmonic contents and the semiconductors have to typically switch the full-load current. Nevertheless, a closed-loop voltage control of the converter is required [44,56,78].

**SRC** - The DC-DC SRC features several advantages such as quasi-sinusoidal currents and the ability to achieve ZVS and/or ZCS [61, 83,84,86,99]. Nevertheless, the control of the power flow and/or output voltage requires frequency and/or duty cycle modulation in a wide range [81,85,87]. However, the SRC, operated at (or below) the resonance frequency, i.e. in half-cycle discontinuous current mode, provides a constant voltage transfer ratio without requiring any closed-loop voltage control. Therefore, this operating mode of the SRC is sometimes referred to as DCX and is widely used for MV high-power DC-DC converters [61,82,84,86,89,90].

For the aforementioned reasons, the DC-DC SRC topology is selected for the DC-DC converter (7 kV to 400 V, 48 kHz, 25 kW) of the SST demonstrator presented in Subsection 1.7.2. For this DC-DC converter, power flow and voltage control are not required since these functionalities are provided by the input-side AC-DC stage. Hence, the converter is operated at the resonance frequency as DCX. The SRC-DCX is realized with SiC MOSFETs and commutated at 48 kHz. Due to the high switching frequency (considering the high input voltage), complete ZVS should be achieved for all semiconductors for all load conditions [111,112,202].

In the literature, the modulation of IGBT-based SRC-DCXs, which feature ZCS has been analyzed in detail [61,84,90]. Several MOSFET-based SRC-DCXs, which feature ZVS have also been presented [82, 83,86,87,99,329]. However, to the knowledge of the author, no detailed and comprehensive analysis of the ZVS mechanism (considering non-ideal switching transitions) has been published for MOSFET-based SRC-DCXs. The consideration of non-instantaneous switching transitions is especially critical for converters using the newly available MV SiC MOSFETs, which feature large semiconductor output capacitances. Therefore, this chapter analyzes the ZVS of SRC-DCXs, including the impact of the parasitic semiconductor capacitances of the inverter and rectifier bridges.

The chapter is organized as follows. Section 8.2 defines the parameters of the considered SRC-DCX. Section 8.3 presents the standard modulation scheme of SRC-DCXs, where the rectifier bridge is operated as passive (or synchronous) rectifier. The limitations of this modulation scheme (e.g., os-
8.2 Considered SRC-DCX

The bidirectional SRC-DCX of the SST demonstrator presented in Subsection 1.7.2 is considered. Fig. 8.1(a) and Tab. 8.1 depict the circuit topology and the parameter values. This all-SiC 25 kW converter operates between a 7 kV and a 400 V DC-bus at 48 kHz. The design and realization of the semiconductor bridges, which is not a part of this thesis, are described in [111,112,198,200]. More details on the design and construction of the MV/MF transformer can be found in Chapter 5.

In order to reduce the number of switches and for reducing the voltage transfer ratio of the transformer, the combination of a half-bridge on the MV
side (with a split DC-bus) and a full-bridge on the LV side is used [61, 90]. However, the presented results also apply for any combination of full-bridges and half-bridges. The output capacitance (per switch) of the SiC MOSFETs is represented with a linearized charge-equivalent capacitance ($C_{\text{oss, MV}}$ and $C_{\text{oss, LV}}$) [202, 330]. The DC-bus voltage ripples, which are small, have no impact on the modulation scheme and are neglected [90, 198].

The transformer equivalent circuit is described with an ideal transformer, a magnetizing inductance, and a leakage inductance ($n$, $L_m$, and $L_s$) [125]. It should be noted that the equivalent circuit of the transformer is slightly different from the values measured in Chapter 5. These differences are due to the inductance of the busbars utilized for connecting the transformer and the bridges. The stray capacitances of the transformer (cf. Chapter 5), which slightly reduce the current available for ZVS, are neglected [156, 331]. The capacitor ($C_{\text{res}}$) is placed in series with the transformer on the LV side, which simplifies the electrical insulation design. Additionally, LV ceramic capacitors with high energy density and low losses can be used.

It should be noted that different equivalent circuits can be chosen for the transformer (cf. Chapter 3) [125]. The equivalent circuit with an ideal transformer and series-parallel inductors (referred to the LV side) has been selected since it allows for a simplified analysis of the circuit. The magnetizing current is a virtual current which does not feature a unique definition and physical interpretation [123, 125]. However, for transformers with high magnetic coupling factors (97% for the considered design), the magnetizing current (related to the LV side) can be described with $i_{m, LV}$ [125].

The resonant capacitor ($C_{\text{res}}$) and the leakage inductance of the transformer ($L_s$) are chosen such that the desired resonance frequency ($f_{\text{res}}$) is achieved. The transformer voltage transfer ratio ($n$) is chosen considering the desired voltage transfer ratio between the DC-buses. The magnetizing

---

**Tab. 8.1: Parameters of the SRC-DCX**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{DC, MV}}$</td>
<td>7 kV</td>
<td>$V_{\text{DC, LV}}$</td>
<td>400 V</td>
</tr>
<tr>
<td>$P$</td>
<td>25 kW</td>
<td>$f_s$</td>
<td>48 kHz</td>
</tr>
<tr>
<td>$R_w$</td>
<td>30 mΩ</td>
<td>$L_s$</td>
<td>2.9 µH</td>
</tr>
<tr>
<td>$L_m$</td>
<td>50.0 µH</td>
<td>$n$</td>
<td>8.8</td>
</tr>
<tr>
<td>$C_{\text{res}}$</td>
<td>3.8 µF</td>
<td>$f_{\text{res}}$</td>
<td>48 kHz</td>
</tr>
<tr>
<td>$C_{\text{oss, MV}}$</td>
<td>150 pF</td>
<td>$C_{\text{oss, LV}}$</td>
<td>1700 pF</td>
</tr>
</tbody>
</table>

The resonant capacitor ($C_{\text{res}}$) and the leakage inductance of the transformer ($L_s$) are chosen such that the desired resonance frequency ($f_{\text{res}}$) is achieved. The transformer voltage transfer ratio ($n$) is chosen considering the desired voltage transfer ratio between the DC-buses. The magnetizing current is a virtual current which does not feature a unique definition and physical interpretation [123, 125]. However, for transformers with high magnetic coupling factors (97% for the considered design), the magnetizing current (related to the LV side) can be described with $i_{m, LV}$ [125].
inductance of the transformer ($L_m$) is selected with respect to the MOSFET output capacitances ($C_{\text{oss},\text{MV}}$ and $C_{\text{oss},\text{LV}}$) in order to obtain a sufficiently large magnetizing current (and stored energy) to achieve ZVS within a reasonable time interval [111, 112, 202].

The load-dependent losses of the converter are represented by a single series resistor ($R_w$), which represents the conduction losses of the MOSFETs (MV and LV bridges) and the winding losses of the transformer (at the switching frequency). The load-independent losses (i.e. the switching losses of the MOSFETs and the core losses) could be represented by a parallel resistor. However, the current flowing in this resistor would be negligible compared to the magnetizing current. Therefore, the parallel resistor is neglected for the analysis of the modulation scheme.

In order to simplify the circuit and to allow for a direct comparison between the MV and LV sides, the following transformations are made: the MV half-bridge is transformed into a full-bridge and the complete circuit is referred to the LV side with the voltage transfer ratio of the ideal transformer ($n$). The obtained circuit is depicted in Fig. 8.1(b) and the Transformed Medium-Voltage (TMV) parameters can be expressed as

\[
V_{\text{DC},\text{TMV}} = \frac{V_{\text{DC},\text{MV}}}{2n}, \tag{8.1}
\]
\[
V_{\text{TMV}} = \frac{V_{\text{MV}}}{n}, \tag{8.2}
\]
\[
i_{\text{TMV}} = ni_{\text{MV}}, \tag{8.3}
\]
\[
C_{\text{oss},\text{TMV}} = 2n^2C_{\text{oss},\text{MV}}. \tag{8.4}
\]

It can be observed that the transformed capacitance of the MV MOSFETs is more than ten times larger than the capacitance of the LV MOSFETs ($C_{\text{oss},\text{TMV}} \gg C_{\text{oss},\text{LV}}$, cf. Tab. 8.1).

With the defined parameters, the modulation scheme of the SRC can be examined aiming for the following properties: load-independent voltage transfer ratio, load-independent ZVS (and quasi-ZCS) for both bridges, quasi-sinusoidal currents (low distortion), DCX behavior in open-loop, and robustness against model non-idealities and production tolerances. Moreover, the modulation scheme should work at partial-load for both power flow directions.
8.3 Passive Rectifier

In this section, the standard modulation scheme for SRC-DCXs is examined [61, 82, 84, 86, 90]. The SRC is operated at (or below) the resonance frequency with an active inverter bridge (50% duty cycle) and a passive rectifier bridge (diode rectifier). The power flow is directed from the active to the passive bridge. Alternatively, synchronous rectification can be used for reducing the losses of the rectifier bridge [82, 83, 87, 99, 329].

8.3.1 Operating Principle

For explaining the operating principle of SRC-DCXs, the switching frequency is first set to \( f_s = 40 \text{ kHz} \) (instead of \( f_s = 48 \text{ kHz} \)) in order to operate the converter below the resonance frequency \( (f_{\text{res}} = 48 \text{ kHz}) \). The converter is operated with an active LV bridge and a passive MV rectifier. As shown later, this power flow direction and switching frequency represent the critical case, which includes all the non-idealities.

Fig. 8.2 depicts the simulated waveforms. The switching period can be decomposed in several operating modes and/or time intervals and the corresponding equivalent circuits are shown in Fig. 8.3. The operation of the converter can be explained as follows:

- **Resonant Pulse (“RP”)** - The MV and LV bridge voltages cancel each other and the resonant tank (between \( L_s \) and \( C_{\text{res}} \)) is excited by the initial resonant capacitor \( (C_{\text{res}}) \) voltage. This results in a sinusoidal resonant current flowing between the bridges at the resonance frequency \( (f_{\text{res}}) \). Simultaneously, the active bridge (LV side) is providing the triangular current flowing in the magnetizing inductance \( (L_m) \).

- **Discontinuous Conduction Mode (“DCM”)** - As soon as the resonant current returns to zero (on the MV side), the diode rectifier stops conducting. However, the semiconductor output capacitances of the rectifier \( (C_{\text{oss,TMV}}) \) oscillate with the leakage inductance \( (L_s) \) of the transformer. Simultaneously, the active bridge (LV side) is still providing the current flowing in the magnetizing inductance \( (L_m) \) and the voltage of the resonant capacitor \( (C_{\text{res}}) \) remains approximately unchanged.

- **ZVS LV Side (“ZLV”)** - The switches of the active bridge (LV side) are turned off (dead time) and the magnetizing inductance \( (L_m) \) is providing current for obtaining a fast ZVS transition, i.e. charging and discharging the MOSFET output capacitances \( (C_{\text{oss,LV}}) \). During this very short
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**Fig. 8.2:** Simulated (a) voltages and (b) currents with an active LV bridge and a passive MV rectifier ($f_s = 40$ kHz, $P = 25$ kW, and power flow from the LV to the MV side). (c) Voltages and currents during the ZVS switching transition. The different operating modes and/or time intervals occurring in one switching cycle are indicated.
Fig. 8.3: Equivalent circuits during the different operating modes and/or time intervals occurring in one switching cycle (cf. Fig. 8.2): (a) Resonant Pulse (“RP”), (b) Discontinuous Conduction Mode (“DCM”), (c) ZVS LV side (“ZLV”), and (d) Commutation MV side (“CMV”).
interval, the oscillation current (between $L_s$ and $C_{\text{oss,TMV}}$) continues to flow but remains approximately unchanged.

- **Commutation MV Side (“CMV”)** - The difference between the MV and LV bridge voltages is applied to the leakage inductance ($L_s$) causing a rapid change of the current, which distorts the sinusoidal resonant current. This current is charging the semiconductor output capacitances of the rectifier bridge ($C_{\text{oss,TMV}}$), which slowly commutates the diodes (resonance between $C_{\text{oss,TMV}}$ and $L_s$). During this short interval, the current flowing in the magnetizing inductance ($L_m$) continues to flow but remains approximately unchanged.

Ideally, the SRC-DCX would only feature the resonant (load-dependent) current which is transferring the energy from the active bridge to the passive bridge. This current is flowing at the resonance frequency ($f_{\text{res}}$), which cancels the series impedance (except $R_w$) between the bridges. This implies that, ideally, the voltage transfer ratio of the SRC-DCX is almost load-independent.

However, in addition to the resonant current, a magnetizing (load-independent) current is required to achieve ZVS of the active bridge [83, 86, 329]. With a passive rectifier, the magnetizing current exclusively flows in the active bridge [84]. The magnetizing current cannot flow in the rectifier bridge due to the unidirectional nature of the diodes and/or the fact that a passive rectifier is not able to provide reactive power.

The amplitude of the voltage oscillation, occurring during the discontinuous conduction interval, is related to the peak-to-peak voltage of the resonant capacitor ($C_{\text{res}}$). The amplitude of the current oscillation is proportional to the output capacitances of the rectifier bridge ($C_{\text{oss,TMV}}$). These oscillations produce additional losses (conduction losses and switching losses) [84, 99, 111, 112]. Moreover, the oscillations can disturb the initial condition of the next resonant pulse.

The commutation of the passive rectifier would ideally occur instantaneously as soon as the next resonant pulse is starting, i.e. after the ZVS transition of the active bridge. However, due to the semiconductor output capacitances of the rectifier bridge ($C_{\text{oss,TMV}}$), the voltage of the diodes cannot change instantaneously. The mismatch between the MV and LV bridge voltages is applied to $L_s$, causing a rapid change of the currents. This distorts the ideal sinusoidal current shape and also contributes to the energy transfer (as known for SRCs operated above the resonance frequency) [81, 87]. One has note that during this time interval, the SRC is shortly operated as a DAB [44, 78]. Additionally, as shown in [87], the reverse recovery of the
diodes (or body diodes) can create further distortions during the commutation of the rectifier bridge.

The amplitude of the oscillations can be reduced by a proper choice of the impedance of the resonant tank (ratio between $L_s$ and $C_{res}$), i.e. a design with a small leakage inductance and a large resonant capacitor. On the other hand, a reduction of the leakage inductance ($L_s$) would increase the current distortion occurring during the commutation of the passive rectifier. For a rectifier bridge realized with diodes or IGBTs, the semiconductor output capacitances are small and the current distortion is often negligible [61,90]. However, if the semiconductor output capacitances are large (e.g., for a synchronous rectifier realized with MOSFETs), the current distortion is critical and the leakage inductance cannot be further reduced [111,112]. Additionally, the leakage inductance of the transformer cannot be reduced below a certain threshold, especially for a MV design (due to geometrical, electric, and magnetic constraints).

### 8.3.2 Simulated Waveforms

From the aforementioned example, an appropriate modulation scheme for SRC-DCXs can be derived. SRC-DCXs using bipolar semiconductors (e.g., IGBT) are typically operated with a discontinuous conduction interval, i.e. below the resonance frequency, for achieving ZCS. A small magnetizing current can be added for removing the charge carriers and reducing the switching losses [61,84,90]. For SRC-DCXs using unipolar semiconductors (e.g., MOSFET), the usage a discontinuous conduction interval is not necessary and would only increase the RMS currents and, therefore, the losses [90]. Hence, such SRC-DCXs are operated at the resonance frequency with a significant magnetizing current in order to achieve ZVS [83,86,329]. Therefore, the considered converter, which is MOSFET-based, is operated at the resonance frequency ($f_s = f_{res} = 48$ kHz).

Fig. 8.4(a) shows the obtained waveforms for a power flow directed from the LV to the MV side. The magnetizing current is flowing on the LV side and significant oscillations and distortions are observed. The current distortion during the commutation of the passive MV rectifier (cf. Fig. 8.2) is considerable since the output capacitance of the MV MOSFETs is large ($C_{oss,TMV} \gg C_{oss,LV}$, cf. Tab. 8.1). This current distortion is contributing to the energy transfer and, therefore, is impacting the shape and the amplitude of the resonant current. This implies that, even if the converter is operated at the resonance frequency ($f_s = f_{res}$), a discontinuous conduction interval exists and oscillations can be
Fig. 8.4: Simulated voltages and currents with a passive rectifier bridge ($f_s = 48 \text{ kHz}$ and $P = 25 \text{ kW}$). (a) The power flow is directed from the LV bridge (active) to the MV bridge (passive). (b) The power flow is directed from the MV bridge (active) to the LV bridge (passive).
observed. An increased switching frequency \( f_s > f_{res} \) would suppress the oscillations, but the current distortions due to the parasitic DAB operation would become larger.

Fig. 8.4(b) shows the obtained waveforms for a power flow directed from the MV to the LV side. The currents are almost sinusoidal, the magnetizing current is flowing on the MV side, and no significant oscillations or distortions occur. The current distortion during the commutation of the passive LV rectifier (cf. Fig. 8.2) is extremely small since the output capacitance of the LV MOSFETs is small \( C_{oss,TV} \gg C_{oss,TV}, \) and allows for a fast commutation of the rectifier. The oscillations are not present since the converter is operated at the resonance frequency (no discontinuous conduction interval).

### 8.3.3 Partial-Load Operation

The modulation scheme should also work for partial-load operation. In order to evaluate the achieved performance, different figures of merit are introduced. The voltage transfer ratio \( r \) is defined as

\[
r = \frac{V_{DC,TV}}{V_{DC,TV}}, \tag{8.5}
\]

where the DC-bus voltages \( V_{DC,TV} \) and \( V_{DC,TV} \) are considered. Ideally, the voltage transfer ratio should be load-independent and approximately equal to \( r \approx 1 \), given that the voltage transformation is only provided by the transformer and by the combination between the half-bridge and the full-bridge (cf. (8.1)). As a second figure of merit, the power factor \( \lambda \) is defined as

\[
\lambda = \frac{|P|}{\frac{1}{2} (V_{TV}I_{TV} + V_{TMV}I_{TMV})}, \tag{8.6}
\]

where the RMS currents and voltages of the bridges \( V_{LV}, I_{LV}, V_{TMV}, \) and \( I_{TMV} \), and the transferred power \( P \) are considered. For an ideal SRC-DCX operated at the resonance frequency with a purely sinusoidal current (no oscillations, no distortions, and no magnetizing current), the obtained power factor is \( \lambda = \sqrt{8}/\pi \approx 0.90 \), which represents the theoretical maximum [90].

Fig. 8.5(a) shows the obtained voltage transfer ratio for different load conditions and power flow directions. For a power flow directed from the MV to the LV side, the voltage transfer ratio is, as expected, load-independent. For the reverse power flow direction, i.e. from the LV to the MV side, the voltage
Fig. 8.5: (a) Voltage transfer ratio (cf. (8.5)) and (b) power factor (cf. (8.6)). The SRC-DCX is operated with a passive rectifier bridge \((f_s = 48 \text{ kHz})\) at different load conditions and for both power flow directions.

Fig. 8.6: Simulated voltages and currents at partial-load with a passive rectifier bridge \((f_s = 48 \text{ kHz} \text{ and } P = 5 \text{ kW})\). The power flow is directed from the LV bridge (active) to the MV bridge (passive).
transfer ratio is not load-independent and is increasing as the load is reduced. Fig. 8.6 illustrates this last case with a power flow of 5 kW, where the MV DC bus voltage reaches 7.8 kV (instead of 7 kV). This increased voltage transfer ratio can be explained by the distortion of the resonant current occurring during the commutation of the MV diodes (cf. Fig. 8.2). This current distortion transfers additional energy to the MV DC-bus during partial-load operation and, therefore, causes a drift of the MV DC-bus voltage until the transferred current matches the load current.

Fig. 8.5(b) depicts the obtained power factor for different load conditions and power flow directions. The power factor at the nominal load (0.88) is close to the theoretical maximum (0.90) of the SRC-DCX. At partial-load, the power factor is dropping, mostly due to the constant magnetizing current. Hence, complete ZVS of the active bridge is achieved for all load conditions.

For a power flow directed from the LV to the MV side, the curves shown in Fig. 8.5 are not smooth in function of the power flow. This is explained by the oscillations occurring during the discontinuous conduction interval which lead to varying initial conditions for the resonant pulses.

It can be concluded that the operation of the SRC-DCX with a passive (or synchronous) rectifier stage is problematic in case of a rectifier bridge with large semiconductor output capacitances and/or large mismatches between the semiconductor output capacitances of both bridges ($C_{oss,TMV}$ and $C_{oss,LV}$). Oscillations, current distortions, and a load-dependent voltage transfer ratio are occurring. The load-dependent voltage transfer ratio could be eliminated with duty cycle and frequency modulation of the active bridge, at the cost of an increased control complexity [81,85,87]. However, with a closed-loop voltage control, the SRC cannot be anymore considered to show DCX functionalities. Another solution is to actively switch the rectifier bridge in order to share the magnetizing current, used for ZVS, between the bridges.

### 8.4 Active Rectifier / Analytical Model

In this section, both bridges are actively operated. This solution has already been examined in order to extend the power flow and voltage control capabilities of SRCs [85,332,333]. Nevertheless, these results cannot be directly used since the goal of this work is to examine the DCX operating mode, which should not require any closed-loop voltage control. Therefore, the proposed MCS-ZVS modulation scheme offers a DCX behavior with an active phase shift modulation between the bridges. In this section the power flow is exclusively directed from the LV to the MV side since this has been identified
as the critical case (cf. Section 8.3). However, all the presented results are valid for both power flow directions.

### 8.4.1 Considered Model

Both bridges are actively operated with a duty cycle of 50% and a constant phase shift is actively applied between the bridge voltages. For the analytical model, the switching transition durations of the MV bridge and the LV bridge are first neglected and perfect rectangular voltage waveforms are considered. The SRC-DCX is operated at the resonance frequency for achieving sinusoidal currents:

\[ f_s \approx f_{res} = \frac{1}{2 \pi} \frac{1}{\sqrt{L_s C_{res}}}. \]  

(8.7)

The rectangular PWM voltages produced by the MV bridge and the LV bridge can be described by the following functions:

\[ v_{TMV} = -V_{DC,TMV} \text{sgn} \left( \cos \left( 2 \pi f_s (t + t_p) \right) \right), \]  

(8.8)

\[ v_{LV} = -V_{DC,LV} \text{sgn} \left( \cos \left( 2 \pi f_s t \right) \right), \]  

(8.9)

where \( t_p \) represents the phase shift between the bridges. The mismatch between the DC-bus voltages (\( \Delta V_{LV} \)) can be defined as

\[ \Delta V_{LV} = V_{DC,LV} - V_{DC,TMV}. \]  

(8.10)

Fig. 8.7(a) depicts the resulting equivalent circuit, the applied voltages, and the obtained currents, which can be decomposed into three distinct parts: the resonant current, a circulating current, and the magnetizing current.

### 8.4.2 Resonant Current

The equivalent circuit for the resonant current is shown in Fig. 8.7(b). Only the fundamental frequency of the voltages (first Fourier harmonic) is considered. The other harmonics are filtered out by the band-pass characteristic of the series resonant circuit. The phase shift (\( t_p \)) is neglected but the mismatch (\( \Delta V_{LV} \)) between the DC-bus voltages is considered:

\[ v_{I,TMV} = -\frac{4}{\pi} V_{DC,TMV} \cos \left( 2 \pi f_s t \right), \]  

(8.11)

\[ v_{I,LV} = -\frac{4}{\pi} V_{DC,LV} \cos \left( 2 \pi f_s t \right). \]  

(8.12)
Fig. 8.7: (a) Equivalent circuit of the SRC-DCX (with a schematic view of the waveforms) operated with MCS-ZVS modulation (phase shifted PWM voltages with 50% duty cycle). The total current in the SRC-DCX can be decomposed into three parts: (b) the resonant current, (c) a circulating current, and (d) the magnetizing current. A power flow from the LV to the MV side is considered.
The magnetizing inductance \( (L_m) \) is neglected and, at the resonance frequency, the impedances of the leakage inductance \( (L_s) \) and the resonance capacitor \( (C_{res}) \) cancel each other out. Accordingly, only the resistance \( (R_w) \) remains. The currents in the equivalent circuit can be expressed as

\[
I_{i,pk} = \frac{4}{\pi} \frac{\Delta V_{LV}}{R_w}, \quad (8.13)
\]

\[
i_{i,TMV} = +I_{i,pk} \cos (2\pi f_s t), \quad (8.14)
\]

\[
i_{i,LV} = -I_{i,pk} \cos (2\pi f_s t). \quad (8.15)
\]

As expected, the resonant current is sinusoidal and is created by the small mismatch \( (\Delta V_{LV}) \) between the DC-bus voltages required due to the losses \( (R_w) \). The transferred power (positive for the considered power flow) can be expressed as

\[
P = \frac{8}{\pi^2} \frac{V_{DC, LV} \Delta V_{LV}}{R_w}. \quad (8.16)
\]

Since \( R_w \) is small, both bridges are operated in a quasi-short-circuit, resulting in a nearly load-independent voltage transfer ratio. This implies that a small mismatch \( (\Delta V_{LV}) \) between the DC-bus voltages will create a large power flow, given that the side where the source is located (LV side) features a slightly higher voltage than the side where the load is located (MV side).

### 8.4.3 Circulating Current

The equivalent circuit for the reactive circulating current is shown in Fig. 8.7(c). Again, only the fundamental frequency of the voltages (first Fourier harmonic) is considered. The other harmonics are filtered out by the resonant tank. The mismatch \( (\Delta V_{LV}) \) between the DC-bus voltages is neglected but the phase shift \( (t_p) \) is considered:

\[
\psi_{i,TMV} = -\frac{4}{\pi} V_{DC,LV} \cos \left( 2\pi f_s (t + t_p) \right), \quad (8.17)
\]

\[
\psi_{i,LV} = -\frac{4}{\pi} V_{DC,LV} \cos (2\pi f_s t). \quad (8.18)
\]

The magnetizing inductance \( (L_m) \) is neglected and, due to the operation at the resonance frequency, only the resistance \( (R_w) \) has to be considered. The
currents in the equivalent circuit can be then expressed as

\[ I_{\text{II}, \text{pk}} = \frac{8 f_s t_p V_{\text{DC}, \text{LV}}}{R_w}, \]  
(8.19)

\[ i_{\text{II, TMV}} = +I_{	ext{I, LV, pk}} \sin (2\pi f_s t), \]  
(8.20)

\[ i_{\text{II, LV}} = -I_{	ext{I, LV, pk}} \sin (2\pi f_s t). \]  
(8.21)

The phase shift between the bridges creates a circulating current, which is also sinusoidal. This current is orthogonal (90° phase shift) to the resonant current and, therefore, purely reactive.

### 8.4.4 Magnetizing Current

The equivalent circuit for the magnetizing current is shown in Fig. 8.7(d). The rectangular voltages formed by the bridges are considered but the phase shift \( t_p \) and the mismatch between the DC-bus voltages \( \Delta V_{\text{LV}} \) are neglected:

\[ v_{\text{III, TMV}} = -V_{\text{DC}, \text{LV}} \text{ sgn} (\cos (2\pi f_s t)), \]  
(8.22)

\[ v_{\text{III, LV}} = -V_{\text{DC}, \text{LV}} \text{ sgn} (\cos (2\pi f_s t)). \]  
(8.23)

With this operating condition, no voltage is applied to the series elements \( (L_s, C_{\text{res}}, \text{and } R_w) \) and, therefore, no current is flowing between the bridges. Hence, the current flowing in the magnetizing inductance \( (L_m) \) is provided by the MV bridge:

\[ I_{\text{III, pk}} = \frac{V_{\text{DC}, \text{LV}}}{4 f_s L_m}, \]  
(8.24)

\[ i_{\text{III, TMV}} = -I_{\text{III, pk}} \frac{2}{\pi} \arcsin (\sin (2\pi f_s t)), \]  
(8.25)

\[ i_{\text{III, LV}} = 0. \]  
(8.26)

As expected, the magnetizing current is triangular (integral of the applied rectangular voltage). This current is also orthogonal to the resonant current and, therefore, purely reactive.

### 8.4.5 Choice of the Equivalent Circuit

The considered equivalent circuit features an important assumption: the series resistance of the transformer and of the MOSFETs \( (R_w) \) is placed on the LV side. In reality, this resistance would be shared between the MV and
LV sides. The choice of a lumped resistance on the LV side has been made to simplify the model. Moreover, in the considered SRC-DCX, the resonant capacitor ($C_{\text{res}}$) is placed on the LV side. However, the resonant capacitor could be also placed on the MV side or be shared between both sides.

The fact that the magnetizing current is solely provided by the MV bridge results from the positions of the resonant capacitor ($C_{\text{res}}$) and the series resistance ($R_w$). In reality, the magnetizing current will be shared between the bridges (cf. Chapter 3) [123,125]. However, the presented model, which features a simple analytical interpretation, is sufficient for explaining the fundamental working principle of the SRC-DCX with MCS-ZVS modulation.

### 8.4.6 Current Waveforms

The three currents shown in Figs. 8.7(b)-(d) can be superimposed in order to obtain an approximation of the total current shown in Fig. 8.7(a). This approximation is extremely accurate, i.e. shows less than 8% RMS error for the current waveforms for the complete operating range.

The resonant current is only dependent on the mismatch between the DC-bus voltages ($\Delta V_{\text{LV}}$), which is, therefore, determining the power flow. The circulating current is only dependent on the phase shift ($\tau_p$) and is purely reactive. The magnetizing current is independent of both the mismatch between the DC-bus voltages ($\Delta V_{\text{LV}}$) and the phase shift ($\tau_p$). This implies that the active and reactive power flow can be controlled independently.

Fig. 8.8 shows the obtained waveforms. Since both bridges are operated at the resonance frequency with a duty cycle of 50%, no discontinuous conduction interval can be observed. The superposition of the resonant current and the reactive currents is highlighted.

### 8.4.7 ZVS Currents

Without loss of generality, only the switching transitions near $t \approx 1/(4f_s)$ are considered (half-wave symmetry of the waveforms). At the switching instant, the resonant current is zero and only the circulating and magnetizing currents are contributing to ZVS (cf. Fig. 8.7). The ZVS currents in the LV bridge ($I_{\text{ZVS,LV}}$) and MV bridge ($I_{\text{ZVS,TMV}}$) can be computed as

$$I_{\text{ZVS,TMV}} = +I_{\text{II, pk}} - I_{\text{III, pk}}, \quad (8.27)$$

$$I_{\text{ZVS,LV}} = -I_{\text{II, pk}}. \quad (8.28)$$

The signs are chosen such that ZVS is achieved for negative $I_{\text{ZVS,LV}}$ and $I_{\text{ZVS,TMV}}$. The applied phase shift introduces the reactive circulating current
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 active rectifier / ideal ZVS / LV → MV power flow

Fig. 8.8: Calculated voltages and currents with MCS-ZVS modulation \((f_s = 48 \text{ kHz}, t_p = 2 \text{ ns}, P = 25 \text{ kW}, \text{ and power flow from the LV to the MV side})\). The reactive currents \((i_{TMV} - i_{LV} \text{ and } i_{LV} - i_{TMV})\) are indicated with dashed lines for both bridges. For the calculation, the semiconductor output capacitances of the bridges are neglected and perfect switching transitions are considered.

\( (I_{I, pk}) \), which effectively is equivalent to a sharing of the magnetizing current \((I_{III, pk}) \) between both bridges. Nevertheless, the total current available for ZVS for both bridges is limited by the magnetizing current \((I_{III, pk})\). The switching durations of the LV bridge \((t_{r, LV})\) and MV bridge \((t_{r, TMV})\) can be computed as

\[
    t_{r, TMV} = -C_{oss, TMV} \frac{2V_{DC, TMV}}{I_{ZVS, TMV}},
\]

\[
    t_{r, LV} = -C_{oss, LV} \frac{2V_{DC, LV}}{I_{ZVS, LV}}.
\]

These expressions are only valid if complete ZVS is achieved (negative \(I_{ZVS, LV}\) and \(I_{ZVS, TMV}\)). It should again be noted, that the impact of the ZVS transition durations on the currents is not considered with the presented analytical model since the currents are derived with perfect rectangular PWM voltages.

Fig. 8.9 shows the ZVS currents and the ZVS transition durations for different phase shifts. As expected, for all phase shifts, the sum of both ZVS currents \((I_{ZVS, TMV} \text{ and } I_{ZVS, LV})\) is limited by the magnetizing current \((I_{III, pk})\). The ZVS transitions are much faster for the LV bridge than for the MV bridge \((C_{oss, TMV} \gg C_{oss, LV}, \text{ cf. Tab. 8.1})\).

The ZVS currents are negative for both bridges for \(t_p \in [0, +8] \text{ ns} \). However, the ZVS currents should be sufficiently negative for obtaining complete ZVS within a reasonable dead time \([202, 330]\). Complete ZVS is calculated as achievable within a reasonable dead time for \(I_{ZVS, TMV} < -20 \text{ A} \) and
8.5. Active Rectifier / Simulations

Fig. 8.9: Calculated (a) ZVS currents and (b) ZVS transition durations obtained for the SRC-DCX operated with MCS-ZVS modulation ($f_s = 48$ kHz, $t_p \in [-2, +10]$ ns). Complete ZVS is calculated as achievable within a reasonable dead time for $I_{ZVS,LV} < -10$ A and $I_{ZVS,TMV} < -20$ A. For the calculation of the currents, the semiconductor output capacitances of the bridges are neglected and ideal instantaneous switching transitions are considered.

$I_{ZVS,LV} < -10$ A. The phase shift window, where complete ZVS is achievable, is reduced to $t_p \in [+2, +4]$ ns. In Fig. 8.8, a phase shift of $t_p = 2$ ns (minimum value) has been chosen to minimize the mismatch between the switching transition durations of both bridges. The phase shift window, where complete ZVS is achievable, is so small that the robustness of the modulation scheme should be further analyzed with a more detailed ZVS model.

8.5 Active Rectifier / Simulations

In this section, both bridges are actively operated with a duty cycle of 50 % and a constant delay ($t_d$) is actively applied between the gate signals of the MV and LV bridges, resulting in a phase shift ($t_p$) between the bridge voltages (MCS-ZVS, cf. Section 8.4). The ZVS transitions are now simulated with the output capacitances of the MOSFETs, which implies that the coupling between the ZVS currents and the ZVS transition durations is considered [202, 330]. For the following analysis, the power flow is exclusively directed from the LV to the MV side since this has been identified as the critical case (cf. Section 8.3). However, all the presented results are valid for both power flow directions.
Fig. 8.10: Simulated ZVS transition with MCS-ZVS modulation for different time delays ($f_s = 48 \text{ kHz}$, $P = 25 \text{ kW}$, $t_d \in [+250, +550] \text{ ns}$, and power flow from the LV to the MV side). (a) Applied gate signals, (b) bridge voltages, (c) MV currents, and (d) LV currents.
8.5.1 Phase Shift Operation

The obtained phase shift \( t_p \) between the bridge voltages depends on the applied delay \( t_d \) between the gating of the bridges and the ZVS switching transition durations \( t_{r,TMV} \) and \( t_{r,LV} \), which are determined by the ZVS currents \( I_{ZVS,TMV} \) and \( I_{ZVS,LV} \). The coupling between the ZVS currents and the ZVS transition durations implies that only an indirect relation exists between \( t_p \) and \( t_d \). This effect is illustrated in Fig. 8.10, where the voltages and the currents are simulated for different time delays. It can be seen that the complete ZVS is achieved for both bridges in a wide range of time delays \( t_d \in [+250, +550] \text{ ns} \). This is astonishing, considering the results obtained in Fig. 8.9, where the switching transitions have been assumed as infinitely fast and ZVS could only be achieved in a very narrow range of time delays \( t_d \). This difference between the analytical model and the simulations is due to the ZVS mechanism, which is automatically aligning the voltages, such that the phase shift \( t_p \) between the bridge voltages is always close to zero. The aforementioned analytical model (cf. Section 8.4) can be used for explaining this alignment effect for a fixed time delay \( t_d \):

\[
\begin{align*}
t_p \uparrow & \Rightarrow I_{ZVS,TMV} \uparrow \land I_{ZVS,LV} \downarrow, \quad (8.31) \\
I_{ZVS,TMV} \uparrow \land I_{ZVS,LV} \downarrow & \Rightarrow t_{r,TMV} \uparrow \land t_{r,LV} \downarrow, \quad (8.32) \\
t_{r,TMV} \uparrow \land t_{r,LV} \downarrow & \Rightarrow t_p \downarrow. \quad (8.33)
\end{align*}
\]

This self-alignment effect is stabilizing the modulation scheme, ensuring that large tolerances are acceptable for the time delay between the gating of the bridges \( t_d \). It appears that, as expected, the ZVS currents and the ZVS transition durations can be controlled by adjusting the time delay \( t_d \). The following approximations can be made (assuming \( C_{oss,TMV} \gg C_{oss,LV} \), cf. Tab. 8.1):

\[
\begin{align*}
t_{r,TMV} & \approx 2t_d, \quad (8.34) \\
t_{r,LV} & \approx 0. \quad (8.35) \\
t_p & \approx 0. \quad (8.36)
\end{align*}
\]

Due to the mismatch of the switching transition durations of the MV and LV bridges, the SRC is shortly operated as a DAB causing a current distortion during the switching transitions, as explained in Section 8.3. The amplitude
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**Fig. 8.11:** Simulated voltages and currents with MCS-ZVS modulation ($f_s = 48$ kHz, $t_d = 270$ ns, and $P = 25$ kW, and power flow from the LV to the MV side). The reactive currents (circulating current and magnetizing current) are almost exclusively flowing in the MV bridge (cf. (8.27)) and the LV bridge is switched with the current distortion (cf. (8.38)).

The spikes ($I_{d,\text{TMV}}$ and $I_{d,\text{LV}}$) can be expressed as (cf. Fig. 8.10)

\[
I_{d,\text{TMV}} \approx + \frac{V_{\text{DC,\text{TMV}}} t_d}{2L_s}, \quad (8.37)
\]

\[
I_{d,\text{LV}} \approx - \frac{V_{\text{DC,\text{LV}}} t_d}{2L_s}. \quad (8.38)
\]

Since the phase shift ($t_p$) between the bridge voltages is almost zero, these spikes are only causing local distortions and are not changing the global shape of the currents. Nevertheless, these current distortions have an impact on the ZVS currents (cf. (8.28) and (8.27)). The current $I_{d,\text{LV}}$ is negative and increases the LV ZVS current. The current $I_{d,\text{TMV}}$ is positive and decreases the MV ZVS current, slowing down the switching speed of the MV bridge, especially in the middle of the switching transition (cf. Fig. 8.10).

For large time delays ($t_d > 550$ ns), the MV ZVS current becomes (partially) positive and the MV bridge starts to oscillate back in the middle of the transition. For small time delays ($t_d < 250$ ns), the LV ZVS current is not sufficient to obtain complete ZVS, implying that matching the switching transition durations of both bridges ($t_{r,\text{TMV}} = t_{r,\text{LV}}$) is not achievable.

The choice of the time delay should be done with two objectives in mind: the minimization of the mismatch between the switching transition durations of both bridges and the mitigation of the switching speed. For the considered converter, a time delay of $t_d = 270$ ns, which is close to the minimum value,
has been chosen in order to minimize the mismatch between the switching transition durations. With this choice, the switching speed is still moderate (below 15 kV/µs), due to the achieved ZVS with quasi-ZCS.

Fig. 8.11 depicts the obtained waveforms. The currents and voltages are very similar to the results obtained with the analytical model (cf. Fig. 8.8), except for the aforementioned small current spikes occurring during the switching transition. With the chosen time delay, the reactive currents (circulating current and magnetizing current) are almost exclusively flowing in the MV bridge (cf. (8.29)) and the LV bridge is switched with the current distortion (cf. (8.38)). Therefore, the maximum possible current (the magnetizing current) is switched by the MV bridge, which exhibits the larger semiconductor output capacitances ($C_{oss,TMV} \gg C_{oss,LV}$, cf. Tab. 8.1).

8.5.2 Robustness of the Modulation Scheme

With the aforementioned results, it appears that the modulation scheme is highly robust with respect to the time delay ($t_d$) between the gating of the bridges. However, the robustness of the modulation scheme should be further examined, particularly with respect to the operating frequency ($f_s$). Due to model non-idealities (e.g., non-modeled parasitics) and production tolerances (e.g., transformer parameters and capacitor values), the operating frequency ($f_s$) might not exactly match the resonance frequency ($f_{res}$) [125, 334].

Fig. 8.12 depicts the voltage transfer ratio, the phase shift between the bridge voltages (computed between the first Fourier harmonics), and the ZVS transition durations for different time delays ($t_d$) and operating frequencies ($f_s$). The voltage transfer ratio is almost constant and ZVS is achieved for the complete range. The time delay, as already shown in Fig. 8.10, allows for the sharing of the magnetizing current and, therefore, to choose the ZVS switching durations. If the converter is operated at the resonance frequency, the phase shift between the bridge voltages is almost zero (cf. Fig. 8.10). For operating frequencies close to the resonant frequency (imperfect compensation between $C_{res}$ and $L_s$), a small phase shift ($t_p$) is present, which causes an small additional current distortion but does no impact the ZVS capabilities and the voltage transfer ratio.

Therefore, it can be concluded that the proposed modulation scheme is robust in a wide range of time delays and operating frequencies. Model non-idealities or production tolerances (cf. Chapter 3) will only marginally affect the obtained waveforms and complete ZVS can still be achieved [125].
Fig. 8.12: Simulated (a) voltage transfer ratio (cf. (8.5)), (b) phase shift between the bridge voltages (computed between the first Fourier harmonics), (c) MV ZVS switching durations, and (d) LV ZVS switching durations. The SRC-DCX is operated with MCS-ZVS modulation ($P = 25$ kW and power flow from the LV to the MV side). Different time delays ($t_d$) and operating frequencies ($f_s$) are considered. The nominal operating point ($f_s = 48$ kHz, $t_d = 270$ ns) is indicated.
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Fig. 8.13: Simulated (a) voltage transfer ratio (cf. (8.5)), (b) power factor (cf. (8.6)), (c) ZVS currents (average over the switching durations), and (d) ZVS transition durations. The phase shift between the bridge voltages is also shown (computed between the first Fourier harmonics). The SRC-DCX is operated with MCS-ZVS modulation ($f_s = 48$ kHz, $t_d = 270$ ns, $P = 25$ kW, and power flow from the LV to the MV side) at different load conditions.

### 8.5.3 Partial-Load Operation

The modulation scheme should also work for partial-load operation. Fig. 8.13 shows the obtained voltage transfer ratio, power factor, ZVS currents, ZVS switching transition durations, and the phase shift between the bridge voltages. The voltage transfer ratio is almost constant (less than 0.5 % deviation) since no oscillations and no current distortions occur. The power factor at the nominal load (0.88) is close to the theoretical maximum (0.90) of the SRC-DCX. Complete ZVS is achieved for the complete load range. The variation of the ZVS currents (average during the switching transitions) and ZVS switching transition durations is also small (less than 25 % deviation). The phase shift between the bridge voltages is always close to zero, proving that
the self-alignment of the PWM signal works for all load conditions without requiring a dynamic regulation of the phase-shift.

Therefore, the goals defined in Section 8.2 are achieved. A robust modulation scheme, featuring a load-independent voltage transfer ratio, bidirectional power flow, load-independent ZVS (and quasi-ZCS), and quasi-sinusoidal currents, has been found. The converter acts as DCX for the complete load range without requiring measurements or closed-loop voltage control.

8.6 Measurements

The considered converter (cf. Fig. 8.1(a) and Tab. 8.1) has been constructed. Fig. 8.14 shows the realized prototype, which features the following power density: 3.8 kW/l (62 W/in³, 2.9 kW/kg, and 1.3 kW/lb). The MV half-bridge is realized with “Cree QPM3-10000-0300” 10 kV SiC MOSFETs [335]. The LV full-bridge employs “Cree C2M0025120D” 1200 V SiC MOSFETs, where three devices are placed in parallel per switch [336]. The design and realization of the semiconductor bridges are described in [111, 112, 198, 200]. More details on the construction and design of the MV/MF transformer (7.4 kW/l, 121 kW/in³, 4.0 kW/kg, and 1.8 kW/lb) can be found in Chapter 5.

8.6.1 Modulation Scheme

The proposed MCS-ZVS modulation scheme is applied. Fig. 8.15 shows the obtained measurements at 25.3 kW (power flow from the LV to the MV side). The measured waveforms are in very good agreement with the simulations (cf. Fig. 8.11). This implies that the underlying assumptions are valid: linearized charge-equivalent semiconductor output capacitances ($C_{oss,TMV}$ and $C_{oss,LV}$),
Fig. 8.15: Measured (a) voltages and (b) currents for a complete switching period. Measured (c) voltages and (d) currents during the ZVS transitions. The MCS-ZVS modulation \( f_s = 48 \text{ kHz}, \ t_d = 270 \text{ ns}, \ P = 25.3 \text{ kW}, \) and power flow from the LV to the MV side) is used.
lumped series resistance placed on the LV side \(R_w\), neglected DC-bus voltage ripples, and neglected stray capacitances of the transformer.

The measured currents are almost perfectly sinusoidal (no oscillations or significant distortions) and ZVS is achieved for both bridges. As expected (cf. Fig. 8.10), the phase shift between the bridge voltages is very small. The time delay \(t_d\) between the MV and LV bridge gate signals is chosen such that (cf. Fig. 8.11) the magnetizing current is almost exclusively flowing in the MV bridge (cf. (8.29)) and the LV bridge is switched with the current distortion (cf. (8.38)). However, the magnetizing current, which is a virtual current, cannot directly be measured in a prototype, and therefore, is not shown (cf. Chapter 3) [123,125]. At full-load operation, the measured power factor (0.87) is close to the theoretical maximum (0.90) of the SRC-DCX.

The converter has been tested for \(P \in [0, 25]\) kW with a power flow from the LV to the MV side. In the complete range, ZVS is achieved, no oscillations are observed, and the voltage transfer ratio is almost constant (less than 0.8\% deviation). Therefore, it can be concluded that the proposed MCS-ZVS modulation scheme is working as expected from the simulation model.

For the sake of completeness, the converter has also been successfully tested with a power flow from the MV to the LV side. In this case (cf. Section 8.3), the converter can be operated with the typical synchronous rectification modulation scheme or with the proposed MCS-ZVS modulation scheme. The MCS-ZVS modulation scheme has been preferred since it does not require a zero-crossing detection of the current.

### 8.6.2 Efficiency Measurements

The comparatively low RMS currents (high power factor), associated with the quasi-sinusoidal current shapes, allow for an efficient operation of the transformer as already shown in Chapter 5. The simulated full-load efficiency of the transformer is 99.69\% and the measured efficiency is 99.65 ± 0.07\%. The achieved complete ZVS with quasi-ZCS leads to reduced semiconductor losses, even for the comparatively high switching frequency (48 kHz) for a MV converter [111,112]. The losses of the semiconductors have been measured calorimetrically as explained in [198]. Finally, the losses of the fans (transformer and bridges) and of the auxiliary circuits are measured electrically. All these measured losses (transformer, MV bridge, LV bridge, fans, and auxiliary circuits) are compiled and added up for calculating the total efficiency of the DC-DC converter. Fig. 8.16 shows the obtained efficiency, measurement uncertainties, and the loss breakdown [198]. The losses of the resonant capacitor.
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![Measured Efficiency and Measured Loss Breakdown](image)

**Fig. 8.16:** (a) Measured efficiency of the DC-DC converter with the corresponding measurement tolerance. (b) Measured loss breakdown between the different components. More details on the measurement of the semiconductor losses can be found in [198]. The measurement of the transformer losses is described in Chapter 5. The black dots represent the measured operating points of the SRC-DCX, for which the different loss components are evaluated.

The losses of the fan of the transformer are integrated in the fan and auxiliary losses and, accordingly, removed from the transformer losses measured in Chapter 5.

The full-load efficiency of the SRC-DCX converter is $98.97 \pm 0.08\%$, implying that the error on the measured losses is $8\%$. Moreover, the converter achieves an efficiency close to $99.0\%$ between $13.5\,\text{kW}$ and $25.6\,\text{kW}$. Therefore, it can be concluded that the converter, despite the additional magnetizing current required for obtaining ZVS, achieves extremely high full-load and partial-load efficiencies. This indicates, together with the measured semiconductor temperatures, that the converter could be operated at higher power [198]. The simulated thermal limit of the transformer should be reached at $23.5\,\text{kW}$ (cf. Chapter 5).

From the loss breakdown, it can be seen that the losses of the LV bridge account for the largest part of the converter losses. By replacing the utilized C2M0025120D 1200 V SiC MOSFETs with the newly available “Cree CPM3-0900-0010” 900 V SiC MOSFETs, the efficiency could be further improved [336,
337]. The 900 V SiC MOSFET, which was not available when the converter was designed, features twice lower conduction losses. With these new MOSFETs, the converter would reach 99.2% full-load efficiency.

The reasons why the efficiency measurements are done by adding the losses of the different components and not by calculating the difference between the input and output power are explained as follows. For measuring the input and output power, two voltages and two currents measurements are required. For the currents, high precision shunts (±0.02%) could be used [338]. The voltage measurement of the MV bus would require a voltage divider (±0.05%) [339]. Then, all the four voltages (output of the two shunts, output of the MV divider, and LV bus voltage) could be measured with a high precision multimeter [340]. The combination of all measurement errors would give an accuracy of ±0.12%. However, this error has been computed with freshly calibrated devices and shunts and voltage dividers with optimal values. Moreover, the thermal coefficients of the different components have been neglected. In practice, the electrical measurements conducted with the prototype were affected by reproducibility issues. For these reasons, the efficiency has been extracted considering the (calorimetrically and/or electrically) measured losses of the different components (±0.08%). Additionally, the chosen measurement method also gives the loss breakdown, which would not be available with the measurement of the difference between the input and output power.

### 8.7 Summary

This chapter studies the operation of the bidirectional DC-DC converter (7 kV to 400 V, 48 kHz, 25 kW) of the considered SST demonstrator (cf. Subsection 1.7.2). The converter is implemented as a SiC MOSFET-based SRC-DCX topology operating at the resonance frequency. Accordingly, the converter behaves as DCX and features a load-independent voltage transfer ratio in open-loop, quasi-sinusoidal currents, and achieves ZVS with the magnetizing current.

First, the converter operation is analyzed with a passive (or synchronous) rectifier. It is shown that, for rectifier bridges implemented with semiconductors exhibiting large output capacitances (e.g., 10 kV SiC MOSFETs), oscillations, current distortions, and a load-dependent voltage transfer ratio occur. Therefore, the system does not show a DCX behavior and passive (or synchronous) rectification cannot be used.
These problems can be solved with the proposed MCS-ZVS modulation scheme, where a small phase shift is introduced between the gating of the MV and LV bridges. This modulation scheme is analyzed with analytical and numerical models. The magnetizing current, which is available for ZVS, can be actively shared between both bridges with proper phase shift. It is found that the ZVS mechanism is effectively acting as a controller, which is automatically stabilizing the modulation scheme. All in all, the proposed modulation scheme features the following characteristics: load-independent voltage transfer ratio, load-independent ZVS (and quasi-ZCS) for both bridges, quasi-sinusoidal currents (low distortion), and robustness against model non-idealities and tolerances. Therefore, the converter acts as bidirectional DCX for the complete load range without requiring measurements or closed-loop voltage control.

Finally, the described modulation scheme is experimentally verified with the realized prototype. The measured waveforms are in good agreement with the simulations. Due to the achieved complete ZVS and the quasi-sinusoidal currents, a full-load efficiency of 99.0 % is achieved with a power density of 3.8 kW/l (62 W/in³, 2.9 kW/kg, and 1.3 kW/lb). Moreover, the peak efficiency of 99.0 % is maintained between 50 % and 100 % load.
Conclusion and Outlook

Newly available fast-switching MV SiC semiconductors feature unprecedented blocking voltages (up to 15 kV) and reduced switching and conduction losses [108, 109, 111, 112]. These semiconductors enable the realization of extremely efficient and compact MV converters, where the increased blocking voltages allow for the usage of simple single-cell topologies in place of complex multi-cell systems. Hence, MV SiC semiconductors are interesting for numerous applications such as locomotive traction chains, datacenter power supply chains, collecting grids for renewable energies, high power electrical vehicle chargers, and more-electric aircraft [27, 28, 77].

However, power semiconductors are not the only components of a MV converter. The passive components, especially the MV/MF transformers, should be able to exploit the full potential offered by the MV SiC semiconductors [18, 25, 113]. MV/MF transformers are one of the fundamental building blocks of MV converter systems and offer two critical functionalities: voltage scaling and galvanic isolation [27, 28]. Large voltage scaling ratios are typically required for MV converters in order to interface LV systems. Galvanic isolation is required for safety reasons, for isolating faults (especially with DC voltages), and due to the different earthing policies of the MV, LV, and HV grids [79, 80]. More specifically, the following challenges are appearing for the design of MV/MF transformers operated with MV SiC semiconductors. Firstly, the increased operating frequencies are critical for the magnetic core and are causing HF winding losses [24, 27, 173]. Secondly, MV/MF PWM voltages are creating harmful electric field stresses in the insulation [144–149]. Finally, the MV/MF transformers should feature efficiencies above 99.5% in order to fully profit from the reduced conduction and switching losses of the MV SiC semiconductors [156, 163].
Motivated by the previous discussion, this thesis proposed a detailed analysis of the design and implementation challenges of highly efficient MV/MF transformers. The derived models and results have been applied for a MV DC-DC converter (7 kV to 400 V, 48 kHz, 25 kW), which is part of a MV AC to LV DC SST [197, 198]. A summary of the important results is given at the end of each chapter. Therefore, only the main conclusions are presented hereunder, followed by a critical analysis of the presented work and suggestions for future research topics.

### 9.1 MV/MF Transformer Technologies

The design of MF transformers is a complex process involving many different fields of physics and engineering: electromagnetism, thermodynamics, fluid dynamics, material science, and process engineering [17, 91, 114, 115, 191, 287]. First, a theoretical analysis of MF transformers is conducted and, accordingly, several points are identified as critical and are studied in more detail. The following important conclusions can be drawn:

- **Optimization and scaling laws** - Analytical optima are found for the design of MF transformers and the fundamental performance limitations of such components are extracted. Compact designs are operated at higher frequencies, but feature reduced efficiencies. High power designs are operated with limited operating frequencies and are, intrinsically, highly efficient. The nature of optimal designs is examined and it is found that the optimum operating frequency of a MF transformer can always be divided by two with less than 15% additional losses, by adapting the number of turns. This indicates that the optima are extremely flat. The mapping between the design space and the performance space is analyzed and it is concluded that very different designs feature similar performances (design space diversity). This fact complicates the design process of MF transformers but also offers additional degrees of freedom.

- **Equivalent circuit uncertainties** - Different analytical and numerical methods are compared for the extraction of the magnetic parameters of MF transformers. The uncertainties linked to model inaccuracies, geometrical tolerances, and material tolerances are analyzed with statistical methods and the measurement uncertainties are also considered. It is concluded that complex numerical field simulation methods (e.g., FEM simulations) are, due to the model uncertainties and parameter
tolerances, only providing minor benefits compared to analytical methods.

- **Losses of non-ideal litz wires** - The impacts of imperfections of litz wires (e.g., number of pitches and twisting) on the winding losses is examined. A 2D PEEC numerical field simulation method is proposed and implemented, for computing the current sharing and the losses of non-ideal litz wires. Imperfect twisting schemes, which are commonly observed in commercially available litz wires, can lead to a massive increase of the eddy current losses (up to 100% increase). Simple analytical expressions are also proposed to quickly evaluate the impact of imperfect twisting schemes on the losses.

- **Electrical insulation with PWM voltages** - MV/MF transformers are subject to large PWM voltages with fast switching transitions and, eventually to LF AC voltages or DC voltages. This implies that DC, MF, and HF electric fields are present inside the insulation, at the surface of the insulation, and in the surrounding air. Such electric fields are critical for the insulation design and can create capacitively coupled disturbances. A resistive shield, which confines the electric field without creating additional losses, is proposed for mitigating the aforementioned problems. Afterwards, the critical impact of the insulation requirements on the achievable efficiencies and power densities (up to a factor of two) is highlighted. Finally, the practical process used for realizing a high quality dry-type insulated winding package (vacuum potting) is described in detail.

- **Dielectric losses with PWM voltages** - The dielectric losses represent a valuable quantitative indicator for evaluating the MF insulation stress. The exact impact of the harmonics contained in PWM voltages (compared to sinusoidal voltages) on the dielectric losses is examined for typical dry-type polymeric insulation materials. Scalable analytical expressions are proposed for the losses produced by PWM voltages, taking into account the frequency and temperature dependences of the material parameters. It is found that the dielectric losses can represent a significant share of the losses of a MV/MF transformer (more than 15%) and can be responsible for thermal runaways. Different materials are evaluated and it is found that silicone elastomers are better suited for MV/MF insulation than typical epoxy resins.
Measurements of MF transformers - Many different measurements (short-circuit, saturation, impedances, resonances, insulation test, thermal model, core losses, winding losses, and dielectric losses) are presented for the realized MV/MF transformer. It appears that the electric measurement of the losses is particularly difficult for highly efficient (above 99.0%) MF transformers. A tolerance analysis shows that the measurement of the difference between the input and output power is impossible for highly efficient MF transformers. Therefore, the prototype is measured during open-circuit and short-circuit operation, which is also challenging due to the low power factor. Calorimetric measurements are performed and successfully compared with different electrical measurement methods. From the tolerance analysis, it can be concluded that calorimetric measurements are the most accurate.

9.2 DC-DC Demonstrator System

A SST demonstrator system has been built in order to demonstrate that MV/MF transformers can profit from the advantages offered by the new MV SiC MOSFETs [108–110]. In this context, a 25 kW SST, which interfaces a MV AC grid (3.8 kV phase-to-neutral RMS voltage and 6.6 kV phase-to-phase RMS voltage) to a LV DC bus (400 V) is considered [197,198]. This SST, which features an AC-DC and an isolated DC-DC converter, is aimed to supply future datacenters directly from the MV grid [59,196].

More particularly, the 25 kW bidirectional isolated DC-DC converter, which operates between a MV DC bus (7 kV) and a LV DC bus (400 V), is considered. The usage of 10 kV SiC MOSFETs allows for the realization of the converter with a single-cell structure [108,109]. This implies that the complexity of the system is significantly lower than for state-of-the-art multi-cell systems [60, 61, 82, 103, 104, 196]. A DC-DC SRC topology is selected and is operated at the resonance frequency, as DCX. In order to reduce the number of switches and for reducing the voltage transfer ratio of the transformer, the combination of a half-bridge on the MV side and a full-bridge on the LV side is used. The converter is operated at 48 kHz, which is significantly above the frequencies used for typical MV converters [61, 64, 83, 99, 196].

The realized MV/MF transformer prototype (±3.5 kV to ±400 V, 48 kHz, 25 kW) features the following characteristics: U-core shape, shell-type arrangement, ferrite material, litz wires, forced air cooling, and silicone dry-type insulation. A special focus has been brought on the electrical insulation, where the electric field pattern, dielectric losses, and vacuum potting process have
been examined in detail. The prototype features a power density of 7.4 kW/l (121 kW/in\(^3\), 4.0 kW/kg, and 1.8 kW/lb) and achieves a simulated full-load efficiency of 99.69\%, whereas the measured full-load efficiency is 99.65\%.

In next step, the MV/MF transformer prototype was integrated into the SRC-DCX. Due to the high switching frequency (for a MV converter), complete ZVS should be achieved for all semiconductors for all load conditions \([111,112,202]\). It is shown that the typical ZVS modulation scheme of high power SRC-DCXs (operation at or below the resonance frequency, passive or synchronous rectification, and ZVS achieved with the magnetizing current) is problematic with MV SiC MOSFETs, due to the large output capacitances of the semiconductors. Voltage oscillations, current distortions, and a load-dependent voltage transfer ratio are appearing. Therefore, an alternative MCS-ZVS modulation scheme, which features an active sharing of the magnetizing current available for ZVS between the bridges, is proposed, analyzed in detail, and successfully implemented.

Finally, the complete DC-DC converter is tested at the rated power. Due to the achieved complete ZVS and the quasi-sinusoidal currents, a full-load system efficiency of 99.0\% is achieved with a power density of 3.8 kW/l (62 W/in\(^3\), 2.9 kW/kg, and 1.3 kW/lb). Moreover, the partial-load efficiency is also close to 99.0\% between 50\% and 100\% load. Given that state-of-the-art isolated MV DC-DC converters employing single-cell or multi-cell topologies with Si, GaN, or SiC semiconductors usually feature efficiencies around 98.0\%, the realized converter features unprecedented low losses \([61,64,82,83,99,196,203,205]\).

### 9.3 Outlook and Future Research Areas

In the framework of this thesis, it has been shown that MV SiC MOSFETs are enabling the realization of extremely efficient and compact isolated MV DC-DC converters. Based on the results obtained during this thesis, different aspects could be further studied for improving the performance of isolated MV DC-DC converters and for allowing the commercialization of industrial products based on MV SiC MOSFETs. Accordingly, the following topics are proposed for future work:

- **Resonance frequencies** - The resonance frequencies (open-circuit, short-circuit, or CM) of high power MV/MF transformers can be close to the operating frequencies of the converters (cf. Chapter 5) \([143,156,159–161,276]\). Such oscillations can disturb the modulation scheme, produce
additional losses, EMI issues, and insulation overvoltages (uneven voltage sharing between the turns) [155, 156]. This is particularly critical with fast switching SiC MOSFETs [108, 109, 111, 112]. Therefore, better models are required for predicting and, finally, mitigating the impact of the resonance frequencies [155, 156, 341].

- Efficiency measurements - It has been shown (cf. Chapter 5) that the measurement of the losses of highly efficient (above 99.0 %) MF transformers is a challenging task [198]. The measurement of MF transformers, during rated operation, with calorimetric methods (transient or steady state) should be further examined [111, 112, 290, 291]. Alternatively, the accuracy of back-to-back converter efficiency measurements should be evaluated, with the drawback that the semiconductor losses must be subtracted in order to obtain the transformer losses [27, 115, 209].

- Lightning surges - The insulation of MV/MF transformers should be tested with respect to lightning surges [142, 271–273]. This test is necessary to guarantee the integrity of galvanic isolation during fault conditions [79, 80]. More particularly, the MV cable terminations should be designed to be able to withstand surge voltages [142, 307].

- Partial discharges - The critical impact of MF PWM voltages on partial discharges has been highlighted in many publications [148, 149, 270, 282, 283]. Therefore, during nominal conditions, MV/MF transformers should be free of partial discharges [149, 270]. Hence, the partial discharge activity should be carefully measured with LF AC, MF AC, and MF PWM voltages. The partial discharge resistance of the different insulation materials at MF should also be examined, as well as MF partial discharge measurement setups [280, 282].

- DC field stress - The simulation of the DC field distribution inside the insulation is a difficult problem. The surface conductivity of the insulation is not clearly defined (e.g., pollution and moisture) [278]. Moreover, the conductivity of dry-type insulation materials features extreme temperature dependences and can exhibit non-linear effects (space charge migration) [287, 300]. Therefore, this problem should be studied in order to guarantee a homogeneous electric field distribution inside MV/MF transformers subject to large CM DC voltages.

- Oil insulation - MV/MF transformers with large power ratings often feature oil insulation, which is also advantageous for the cooling of
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the device \([15, 61, 62, 140]\). However, the presence of MF PWM or DC voltages is also critical for liquid insulation systems. Therefore, dry-type and oil-based insulation concepts should be compared in order to extract the optimal solution for the different voltage and power ratings.

▶ Alternative transformer concepts - Next to the classical shell-type MF transformers, many different concepts can be studied: planar transformer \([117–119]\), coaxial transformers \([63, 120, 121]\), air-core transformers \([75, 342]\), multi-winding transformers \([97, 98]\), or matrix transformers \([343, 344]\). Additionally, advanced materials could be used for the magnetic core, insulation, or cooling system \([191, 345–347]\).

▶ Optimization - The Pareto optimization of MV transformer and MV converters leads to a multi-variable, multi-constrained, mixed-integer, and non-linear optimization problem \([91, 163, 165, 172]\). As highlighted in Chapter 2, the optima are very flat and very different designs feature similar performances (design space diversity) \([22, 113]\). Brute force optimization algorithms are widely used but cannot efficiently solve large problem \([91, 163, 172]\). Therefore, the ability of advanced algorithms (e.g., genetic algorithm, pattern search, and particle swarm) to cover the design space should be further studies \([165, 223]\). Next to the efficiency and the power density, other figures of merit, that are important for industrial systems, such as reliability, robustness, and cost, should also be analyzed \([91, 103, 104, 163]\).

▶ Model tolerances - For highly efficient MV transformer and MV converters, the impact of model tolerances can be critical \([25, 165, 172, 175]\). The analysis conducted in Chapter 3 for the magnetic parameters can be extended to the other transformer parameters and, more particularly, to the loss models and thermal models. Identifying the accuracy limit of the models is fundamental to further improve the models and, therefore, the performance of MF transformers and MV converters \([125]\). Moreover, the knowledge of the tolerances and sensitivities is also critical for performing multi-objective optimizations of complete converter systems including MF transformers \([91, 163]\).

▶ Converter topologies - The different isolated DC-DC converter topologies (e.g., SRC and DAB) and converter structures (e.g., NPC, flying capacitor, ISOP structures, and MMLC) \([88, 92, 93, 103, 104, 107]\) should be examined for each application in order to select the optimal solution. More specifically, single-cell converters using MV SiC MOSFETs
(e.g., 10 kV and 15 kV) should be compared with modular structures using semiconductors with lower blocking voltages (e.g., 1200 V, 1700 V, and 3300 V) [27, 94, 103, 104, 106, 107]. For extreme DC-link voltages, the series connection of MV SiC MOSFETs should also be considered, as, e.g., achieved using NPC, flying capacitor, ISOP structures, and MMLC [92, 348].
Appendices
Chapter Abstract

This appendix extends Chapter 3. The theoretical background behind transformer magnetic equivalent circuits is reviewed. Section A.1 analyzes, compares, and highlights the pitfalls of the different equivalent circuits. Afterwards, Section A.2 and Section A.3 present the procedures for extracting equivalent circuits from analytical and numerical computations, respectively. Finally, Section A.4, gives some approximations for transformers with high magnetic coupling factors.

A.1 Transformer Equivalent Circuits

The magnetic equivalent circuit of a (lossless) linear transformer with two windings is fully described by the following inductance matrix, cf. Fig. 3.1(b) [17,123,238]:

\[
\begin{bmatrix}
\psi_p \\
\psi_s
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \psi_p}{\partial t} \\
\frac{\partial \psi_s}{\partial t}
\end{bmatrix} = \begin{bmatrix}
L_p & M \\
M & L_s
\end{bmatrix} \begin{bmatrix}
\frac{\partial i_p}{\partial t} \\
\frac{\partial i_s}{\partial t}
\end{bmatrix},
\]  

(A.1)

where \(L_p\) is the primary self-inductance, \(L_s\) the secondary self-inductance, and \(M\) the mutual inductance. The inductance matrix features three independent parameters. The energy, \(W\), stored in the transformer (quadratic form of the inductance matrix) can be computed as

\[
W = \frac{1}{2} L_p i_p^2 + \frac{1}{2} L_s i_s^2 + M i_p i_s.
\]

(A.2)
Appendix A. Equivalent Circuit Comparison

The energy stored in the transformer is always positive (i.e. the inductance matrix is positive definite), which leads to the condition $M^2 < L_p L_s$. Therefore, the mutual inductance can be expressed with a normalized parameter, the magnetic coupling:

$$k = \frac{M}{\sqrt{L_p L_s}}, \quad \text{with } k \in [0, 1]. \quad (A.3)$$

During open-circuit operation, the inductance matrix has the following physical interpretation. The self-inductances ($L_p$ and $L_s$) represent flux linkages of the two windings themselves (defined as magnetizing flux linkages). The mutual inductance ($M$) describes the flux linkage between the windings (defined as coupled flux linkage). The differences between the self inductances and the mutual inductance ($L_p - M$ and $L_s - M$) represent the flux linkage differences (defined as leakage flux linkages), which can, for some designs, be negative (especially if $N_p \neq N_s$).

With the aforementioned inductance matrix, the inductances, voltage transfer ratios, and current transfer ratios can be expressed for short-circuit and open-circuit operations (cf. Fig. 3.2(b)):

$$L_{oc,p} = L_p, \quad \frac{v_s}{v_p} = +k \sqrt{\frac{L_s}{L_p}}, \quad \text{with } i_s = 0, \quad (A.4)$$

$$L_{oc,s} = L_s, \quad \frac{v_p}{v_s} = +k \sqrt{\frac{L_p}{L_s}}, \quad \text{with } i_p = 0, \quad (A.5)$$

$$L_{sc,p} = (1 - k^2) L_p, \quad \frac{i_s}{i_p} = -k \sqrt{\frac{L_p}{L_s}}, \quad \text{with } v_s = 0, \quad (A.6)$$

$$L_{sc,s} = (1 - k^2) L_s, \quad \frac{i_p}{i_s} = -k \sqrt{\frac{L_s}{L_p}}, \quad \text{with } v_p = 0. \quad (A.7)$$

The terminal behavior (cf. (A.1)) and the stored energy (cf. (A.2)) of the transformer can be represented with different equivalent circuits. The circuits shown in Fig. 3.1(b) are directly related to the inductance matrix. Contrary, Fig. A.1 depicts equivalent circuits, which do not provide a direct insight on the magnetic flux linkages. The following important remarks can be given about the different equivalent circuits of transformers:

- All the presented equivalent circuits (cf. Fig. 3.1(b) and Fig. A.1) model perfectly the terminal behavior and the stored energy.
A.1. Transformer Equivalent Circuits

The equivalent circuits with more than three degrees of freedom (cf. Figs. A.1(a)-(b)) are underdetermined and do not have a physical meaning, without accepting restrictive assumptions [123].

The turns ratio of the transformer, \( N_p : N_s \), is not clearly defined for some transformer geometries (e.g., inductive power transfer coils) [342, 349]. This implies that the turns ratio is not always directly related to the flux linkages and to the magnetic parameters.

The magnetizing and leakage fluxes cannot be spatially separated. In other words, it is not always possible to sort the magnetic field lines into leakage and magnetizing field lines [342].

In a transformer, a phase shift is present between the primary and secondary currents, which originates from the modulation scheme, the load, the limited magnetic coupling, and/or the losses. This implies that the distribution of the magnetic field lines is time-dependent [123, 342]. Therefore, the leakage and magnetizing flux linkages only have a clear and obvious interpretation for a lossless transformer during open-circuit and short-circuit operation [342].
The magnetizing and leakage inductances are usually defined as the parallel and series inductances in the equivalent circuit, respectively. However, the values of these inductances depend on the chosen equivalent circuit (cf. Fig. A.1) and, therefore, do not have a clear and/or unique physical interpretation. This also implies that the associated magnetizing current \( (i_m) \) and leakage voltage \( (v_\sigma) \) only represent virtual parameters, which are not directly measurable [123].

It can be concluded that only the equivalent circuit shown in Fig. 3.1(b) features a clear physical interpretation and, therefore, should be preferred. The circuits with more than three degrees of freedom (cf. Figs. A.1(a)-(b)) should be avoided since they are unnecessarily complex. The circuits depicted in Figs. A.1(c)-(d) are interesting for designing transformers with high magnetic coupling factors as explained in Section A.4.

### A.2 Analytical Computations

The analytical methods are based on several assumptions (cf. Section 3.3). The inductances are accepted to scale quadratically with the number of turns. The inductances are extracted for \( i_p = 0 \lor i_s = 0 \) (the energy is confined inside the core and air gaps) and for \( +N_p i_p = -N_s i_s \) (the energy is confined inside the winding window). Then, the following inductances can be extracted for a virtual 1 : 1 transformer:

\[
L'_m = 2 \frac{W}{i_p^2 N_p^2} = 2 \frac{W}{i_s^2 N_s^2}, \quad \text{with } i_s = 0 \lor i_p = 0, \tag{A.8}
\]

\[
L'_\sigma = 2 \frac{W}{i_p^2 N_p^2} = 2 \frac{W}{i_s^2 N_s^2}, \quad \text{with } +N_p i_p = -N_s i_s. \tag{A.9}
\]

The equivalent circuit (cf. (A.1) and (A.3)) of the transformer is extracted such that the stored energy (cf. (A.2)) matches with the considered excitations, which leads to

\[
L_p = N_p^2 L'_m, \quad L_s = N_s^2 L'_m, \tag{A.10}
\]

\[
M = N_p N_s \left( L'_m - \frac{1}{2} L'_\sigma \right), \quad k = 1 - \frac{1}{2} \frac{L'_\sigma}{L'_m}. \tag{A.11}
\]
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Afterwards, the following expressions can be extracted for the open-circuit and short-circuit operation of the transformer:

\[
L_{oc,p} = N_p^2 L_m', \quad \frac{v_s}{v_p} = +k \frac{N_s}{N_p}, \quad \text{with } i_s = 0, \quad (A.12)
\]

\[
L_{oc,s} = N_s^2 L_m', \quad \frac{v_p}{v_s} = +k \frac{N_p}{N_s}, \quad \text{with } i_p = 0, \quad (A.13)
\]

\[
L_{sc,p} = N_p^2 \left( \frac{1 + k}{2} \right) L_{\sigma}', \quad \frac{i_s}{i_p} = -k \frac{N_p}{N_s}, \quad \text{with } v_s = 0, \quad (A.14)
\]

\[
L_{sc,s} = N_s^2 \left( \frac{1 + k}{2} \right) L_{\sigma}', \quad \frac{i_p}{i_s} = -k \frac{N_s}{N_p}, \quad \text{with } v_p = 0. \quad (A.15)
\]

A.3 FEM Simulations

Different methods exist for extracting the magnetic equivalent circuit of a transformer from numerical simulations (e.g., FEM simulations): integration of the magnetic flux, computation of the induced voltages, extraction of the energy, etc. The energy represents a numerically stable parameter which is easy to extract. Therefore, the energy is extracted for the following cases: \(i_p \neq 0 \land i_s = 0, i_p = 0 \land i_s \neq 0, \text{ and } +N_p i_p = -N_s i_s.\) This last solution can be obtained by the superposition of the two first solutions. This leads to

\[
L_p = 2 \frac{W}{i_p^2}, \quad \text{with } i_p \neq 0 \land i_s = 0, \quad (A.16)
\]

\[
L_s = 2 \frac{W}{i_s^2}, \quad \text{with } i_p = 0 \land i_s \neq 0, \quad (A.17)
\]

\[
M = \frac{W}{i_p i_s} - \frac{1}{2} \frac{L_p}{i_s} \frac{i_p}{i_p} - \frac{1}{2} \frac{L_s}{i_p} \frac{i_s}{i_p}, \quad \text{with } +N_p i_p = -N_s i_s. \quad (A.18)
\]

It should be noted that these expressions are general since no assumptions are required for the geometry, the turns ratio, the coupling factor, etc.

A.4 Designs with High Coupling Factors

For a transformer with a high magnetic coupling factor \((k > 0.95),\) the parameters of the equivalent circuits shown in Fig. A.1 are converging together.
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Fig. A.2: Voltage and current waveforms for the considered MF transformer ($k = 0.986$, SRC-DCX, cf. Fig. 3.2). (a) Terminal voltages, (b) terminal currents, (c) voltage across the leakage inductance, and (d) current through the magnetizing inductance. The equivalent circuits shown in Figs. A.1(c)-(d) are considered and compared.

Then, it is possible to define the transformer with the following parameters:

\[
L_{\sigma} \approx N_p^2 L'_{\sigma} \approx L_{sc,p} \approx L_{sc,s} \frac{N_p^2}{N_s^2}, \quad (A.19)
\]

\[
L_{m} \approx N_p^2 L'_{m} \approx L_{oc,p} \approx L_{oc,s} \frac{N_p^2}{N_s^2}, \quad (A.20)
\]

\[
\bar{u} \approx \frac{N_p}{N_s} \approx \bar{u}_T \approx \bar{u}_{SP} \approx \bar{u}_{PS}, \quad (A.21)
\]

where $L_{\sigma}$ is the leakage inductance, $L_m$ the magnetizing inductance, and $\bar{u}$ the voltage transfer ratio. These three parameters, which are nearly independent of the chosen equivalent circuit, are typically used for the design process of transformers.

Fig. A.2 illustrates the leakage voltage and magnetizing current obtained with the equivalent circuits depicted in Figs. A.1(c)-(d) for the considered
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MF transformer \((k = 0.986, \text{SRC-DCX, cf. Fig. 3.2})\). It can be seen that the aforementioned approximations (cf. (A.19), (A.20), and (A.21)) are valid.

With these assumptions, a clear and unique definition of the leakage and magnetizing fluxes is achieved for transformers with high magnetic coupling factors. The leakage field, which is linked to the leakage inductance \((L_{\sigma} \text{ and } v_{\sigma})\) and to the load current (series inductance), is located inside the winding window and winding heads (cf. Figs. 3.4(a)-(c)). The magnetizing field, which is linked to the magnetizing inductance \((L_m \text{ and } i_m)\) and to the applied voltage (parallel inductance), is located inside the core and air gaps (cf. Fig. 3.4(d)). During rated operating condition (with a resistive load), the leakage and magnetizing magnetic fields feature 90° phase shift (cf. Fig. A.2).
Approximations of Dielectric Losses

Chapter Abstract

This appendix extends Chapter 7. The derivations and the corresponding accuracy analysis are shown for the formulas proposed for computing the dielectric losses. Section B.1 shows the derivation of the approximation of the dielectric losses produced by frequency-independent materials under PWM voltages. Section B.2 proposes an expression for the losses produced by frequency-dependent materials subject to a single (non-periodic) switching transition. Section B.3 shows the derivation of the approximation of the dielectric losses produced by frequency-dependent materials with PWM voltages. Afterwards, Section B.4 tests the validity of the approximation of the Kramers-Kronig equations for the complex permittivity. Finally, Section B.5 analyzes the accuracy of the proposed approximations for computing dielectric losses with PWM voltages.

B.1 Frequency-Independent Materials

An approximation of the dielectric losses produced by frequency-independent materials under PWM voltages (cf. (7.21), (7.22), and (7.23)) is derived in the following. From (7.18) and (7.20), the normalized losses $P'$ can be written as (with the assumption $\varepsilon''_r(f) = \text{const}$)

$$P' = \frac{P}{\varepsilon''_r \varepsilon_0 V_{\text{DC}}^2} = \sum_{n=1}^{\infty} \frac{4 f_s}{\pi} \frac{\sin^2 (\pi n D_c)}{n} \frac{1}{1 + \left( n \frac{f_s}{f_c} \right)^2}.$$  \hspace{1cm} (B.1)

The infinite summation can be approximated by a finite summation (until the corner frequency of the first-order low-pass filter, cf. (7.16)). The following
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expression is derived (using the double angle trigonometric formula):

\[
P' \approx \sum_{n=1}^{[f_c/f_s]} \frac{4f_s}{\pi} \frac{1 - \cos(2\pi D_c n)}{2n},
\]

which can be rewritten as

\[
P' \approx 2f_s \left( \sum_{n=1}^{[f_c/f_s]} \frac{1}{n} - \sum_{n=1}^{[f_c/f_s]} (-1)^n \frac{\cos(2\pi n D_c - n\pi)}{n} \right).
\]

An approximation exists for the partial sum of the first term, which is a harmonic series [321]. The second term converges quickly such that the finite sum can be approximated with the infinite sum, for which a closed-form solution exists [350]. This leads to

\[
P' \approx \frac{2f_s}{\pi} \left( \ln\left( \frac{f_c}{f_s} \right) + \gamma + \frac{1}{2} \ln(2 + 2 \cos(2\pi D_c - \pi)) \right).
\]

This last expression can be further simplified with the double angle trigonometric formula:

\[
P' \approx \frac{2f_s}{\pi} \ln \left( 2e^{\frac{f_c}{f_s}} \sin(\pi D_c) \right),
\]

which is equivalent, after some trivial algebraic operations, to the expressions proposed in (7.21), (7.22), and (7.23).

B.2 Upper Bound on the Dielectric Losses

In the following, the proposed expression for the losses produced by frequency-dependent materials subject to a single (non-periodic) switching transition (cf. (7.24) and (7.26)) is derived. The transition is modeled as the step response of a first-order low-pass filter, cf. Fig. 7.4(b)). First, the Fourier transform of the applied signal is considered:

\[
V(f) = \int_{0}^{\infty} \left(1 - e^{-2\pi f_c t}\right) e^{-j2\pi f t} dt.
\]

This Fourier transform features an analytical solution:

\[
V(f) = \frac{1}{2\pi} \left( \frac{1}{j f} + \frac{1}{j f + j f_c} + \pi \delta(f) \right),
\]
where $\delta$ is the Dirac delta function. Then, the normalized losses can be computed from the integration of the spectral losses (Parseval’s theorem):

$$W' = \frac{W}{C_0 V_{DC}^2} = 2 \int_0^\infty \varepsilon''_r (2\pi f) |V(f)|^2 \, df,$$

which can be rewritten as

$$W' = \frac{1}{\pi} \int_0^\infty \varepsilon''_r (f) \frac{f^2}{f^2 + f_c^2} \, df,$$

which is equivalent to (7.24). This equation can be expanded as

$$W' = \frac{1}{2} \varepsilon'_r (0) - \frac{1}{2} \varepsilon'_r (0) + \frac{1}{\pi} \int_0^\infty \varepsilon''_r (f) \frac{f^2}{f^2 + f_c^2} \, df.$$  \hspace{1cm} (B.9)

This last expression can be transformed by introducing the Kramers-Kronig relation for the real part of the permittivity (cf. (7.6)). This leads to

$$W' = \frac{\varepsilon'_r (0) - \varepsilon'_r (\infty)}{2} + \frac{1}{\pi} \int_0^\infty \varepsilon''_r (f) \frac{f^2}{f^2 + f_c^2} \, df.$$  \hspace{1cm} (B.10)

which is equivalent to the expression (7.26).

### B.3 Frequency-Dependent Materials

An approximation of the dielectric losses produced by frequency-dependent materials under PWM voltages (cf. (7.28), (7.29), (7.30), and (7.31)) is derived in the following. First, the duty cycle is fixed to $D_c = 50\%$. From (7.18) and (7.20), the normalized losses $P'$ can be written as

$$P' = \frac{P}{C_0 V_{DC}^2} = \sum_{n=1}^{\infty} \frac{4 f_s \varepsilon''_r (n f_s) \cdot \sin^2 \left( \frac{\pi n}{2} \right)}{n \left( n f_c + f_s \right)^2} \cdot \frac{1}{1 + \left( n f_s / f_c \right)^2}. \hspace{1cm} (B.12)$$

With the chosen duty cycle, only the odd harmonics are non-zero. As shown in Section B.1, the summation can be truncated at the corner frequency:

$$P' \approx \sum_{n=1 \text{ (odd)}}^{[f_s/f_c]} \frac{4 f_s \varepsilon''_r (n f_s)}{\pi n}. \hspace{1cm} (B.13)$$
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[Graph showing Kramers-Kronig Approximation and Approximation]

Fig. B.1: Relative error between the measured values of $\varepsilon'_r(f, T)$ and the values computed with (a) the formula (7.7) and (b) the approximation (7.8). The epoxy resin “vonRoll Damisol 3418” is considered and the glass transition temperature ($T_g = 136^\circ$C) is indicated. The measured complex permittivity is shown in Fig. 7.7.

This summation can be approximated with an integral [351]. The inaccuracy of this approximation near the fundamental frequency is compensated by an additional term $P'_\text{add}$:

$$P' \approx P'_\text{add} + \frac{4f_s}{2\pi} \int_{\ln(f)}^{\ln(f_c)} \varepsilon''_r(f) \, d(\ln(f)),$$

where the factor 1/2 results from the fact that only odd values of $n$ are considered. The term $P'_\text{add}$ is chosen such that the approximation is equivalent to (B.5) for the special case of a frequency-independent $\varepsilon''_r(f)$. This leads to

$$P'_\text{add} = \frac{2f_s}{\pi} \ln(2e^r \sin(\pi D_c)) \varepsilon''_r(f_s),$$

which, together with (B.14), after some trivial algebraic operations, is equal to the expressions proposed in (7.28), (7.29), (7.30), and (7.31).

B.4 Kramers-Kronig Approximations

The Kramers-Kronig relations (cf. (7.7)) are compared with the approximation (cf. (7.8)). For the comparison, the epoxy resin “vonRoll Damisol 3418”, which presents the typical characteristics of a polymeric insulation material, is used (cf. Fig. 7.7) [323].
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Table B.1: PWM with Frequency-Independent Materials

<table>
<thead>
<tr>
<th>Considered parameter combinations (cf. Fig. 7.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_s \in [1, 100] \text{ kHz} / t_r \in [10, 1000] \text{ ns} / D_c \in [10%, 90%]$</td>
</tr>
<tr>
<td>$t_r f_s &lt; 0.2 D_c / t_r f_s &lt; 0.2(1 - D_c)$</td>
</tr>
<tr>
<td>Reference values are obtained with (7.10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equations</th>
<th>Low-pass</th>
<th>Ramp</th>
</tr>
</thead>
<tbody>
<tr>
<td>(7.22)</td>
<td>78.8 %</td>
<td>78.6 %</td>
</tr>
<tr>
<td>(7.21), (7.22), (7.23)</td>
<td>0.6 %</td>
<td>4.0 %</td>
</tr>
</tbody>
</table>

Fig. B.1(a) shows the relative error between the measured values of $\varepsilon'' (f, T)$ and the values computed with (7.7). Due to the presence of singularities, the numerical integration of (7.7) is challenging. In this work, the Maclaurin’s formula has been used, as described in [352]. The error between the two curves can be explained by several factors [353]: the accuracy of the measurements, the presence of non-linearities (especially for reduced frequencies), and the fact that (7.7) requires the permittivity for the complete spectrum (from 0 Hz to $\infty$ Hz). Therefore, the computation is less accurate at the boundaries of the measured frequency range. Nevertheless, the deviation is below 17% for the complete range and below 7% for frequencies and temperatures located outside the relaxation peaks (below 1 MHz and below 120 °C).

Fig. B.1(b) depicts the relative error between the measured values of $\varepsilon'' (f, T)$ and the values computed with (7.8). The local approximation is accurate (less than 9% error) for frequencies and temperatures located outside the relaxation peaks (below 1 MHz and below 120 °C). For the complete range, the maximum error reaches 60%, indicating that the approximation of the Kramers-Kronig relations should not be used around the loss peaks.

B.5 Accuracies of the Approximations

The proposed approximations for the computation of the dielectric losses are compared to the summation (7.10). For the summation, two approximations of the switching transitions are used: the ramp function (“ramp”) and the step response of a first-order low-pass filter (“low-pass”), cf. Fig. 7.4(b). The considered parameter ranges are based on typical values used for MV converters. The obtained maximum relative errors over all the possible combinations are
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Tab. B.2: PWM with Frequency-Dependent Materials

<table>
<thead>
<tr>
<th>Considered parameter combinations (cf. Fig. 7.4)</th>
<th>Low-pass</th>
<th>Ramp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_s \in [1, 100] \text{kHz} / t_r \in [100, 1000] \text{ns} / D_c \in [10%, 90%]$</td>
<td>90.4%</td>
<td>90.0%</td>
</tr>
<tr>
<td>$t_rf_s &lt; 0.2D_c / t_rf_s &lt; 0.2 (1 - D_c)$</td>
<td>109.4%</td>
<td>111.6%</td>
</tr>
<tr>
<td>$T \in [20, 160] \degree C / \text{“vonRoll Damisol 3418” epoxy resin}$</td>
<td>7.1%</td>
<td>7.6%</td>
</tr>
</tbody>
</table>

Reference values are obtained with (7.10)

Equations (7.22), (7.21), (7.22), (7.23), (7.28), (7.29), (7.30), (7.31), (7.32), (7.33), (7.34), (7.35)

considered. A condition is set on the duty cycle, switching frequency, and switching speed in order to avoid quasi-triangular pulses.

Tab. B.1 contains the results for the losses of frequency-independent materials subject to PWM voltages (cf. Subsection 7.3.1). It appears that the proposed approximation is valid. A fundamental frequency analysis of PWM voltages is invalid (78% error).

Tab. B.2 shows the errors for the losses with frequency and temperature dependent materials subject to PWM voltages (cf. Subsection 7.3.4). For the analysis, the epoxy resin “vonRoll Damisol 3418”, which presents the typical characteristics of a polymeric insulation material, is considered (cf. Fig. 7.7) [323]. The proposed approximations are valid. It appears that the frequency dependence of the permittivity cannot be neglected (111% error).
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