ABSTRACT

This paper treats the simplified purely analytical estimation of the stress of passive and active components of PWM converter systems. The approximation of the actual system behavior thereby is gained according to the generation of limit values or mean values, respectively. This is done by transition from a summation of the "local" contributions of the single pulse periods (related to the interval center) to the integration of a quasiconnected time function of equal local power loss. The latter function is gained via shifting the pulse interval through the period given by the (voltage or current) fundamental period. A modification of the phase modulation functions allows furthermore the minimization of the harmonic losses on the AC side. (This minimization is immediately clear after transformation of the system variables into space vectors.) When compared to harmonic optimal modulation methods known so far the optimization given here results in considerably lower current harmonics rms values in the upper modulation region. Therefore it is especially well applicable to the control of PWM rectifier systems. As the comparison of the approximate solutions and of the results of a digital simulation shows, already for relatively low converter switching frequencies (low compared to the output frequency) a good consistency of the results is given. Therefore, the relationships derived can be applied immediately for the dimensioning of converter systems using FETs, BTs or IGBTs.
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Introduction

PWM converter systems with voltage DC-link have found broad acceptance in industrial applications within the last years. In first line we have the use as converter for machines and drives (pulse width modulated (PWM) inverters), mains converters (PWM rectifiers), static VAR compensators etc. The common basis of the system mentioned is given by the basically equal circuit configuration of the power circuit (see Fig.1). The dimensioning of its active and passive components in any case is linked to a digital simulation or measurements of laboratory hardware models. This is also documented by the relatively high number of relevant publications in this problem area. A basic disadvantage of this method is, however, that any single simulation run can only give results for a single set of parameters (for a single point in the parameter space). In order to characterize the system behavior in the entire operating region one has to perform a multitude of simulation runs. Their results offer (if represented graphically in normalized form) only limited insight regarding the parameter dependency of the characteristic values. This is because only numeric values are gained by a simulation.

Starting from this situation which is not very satisfying from an engineering point of view (where an easy estimation of results would be desirable) this paper tries to do the following: for pulse converter systems with high pulse frequencies simple analytical relationships concerning the dependences of the device stress on the operating parameters (DC link voltage, size of electric and magnetic storage elements, pulse frequency) shall be given.

The basics for this approach is given by an averaging method described in the following. It transfers discontinuous current and voltage forms into continuous signals which are approximately equal to with respect to the power losses. The comparison with the results of a digital simulation shows an excellent consistency for pulse frequencies which are high compared to the output frequency. Considering the high pulse frequencies realizable with today's turn-off power semiconductor devices (BT, IGBT, FET, GTO), the insight into the stationary working behavior of modern PWM converter systems is essentially deepened. Furthermore, the equations given in this paper at the end of each section can be applied immediately as dimensioning basis.

Computation of the Conduction Losses

Due to the three phase structure of the system (identical structure of the phase legs) the analysis can be limited to the analysis of one phase leg (Fig.2). For the mean value related to one pulse interval (local mean value) of the converter voltage we have according to Fig.3:

\[ \tilde{u}_o(kT_p) = \frac{U_{SN}}{2} [2\alpha(kT_p) - 1] \]  \hspace{1cm} (1)

The running variable \( k \) giving the position of the pulse interval within the period given by the fundamental frequency has the range of values

\[ k \in [0, (pz - 1)] \]  \hspace{1cm} (2)

For the definition of the pulse number \( pz \) we have:
Assuming a sinusoidal output voltage (fundamental frequency) Eq. (1) yields
\[ u_d(t) = U_d \sin \omega_d t. \] (4)

Considering the definition of the modulation depth \( M \) we receive for the duty ratio \( \alpha \) for the bridge leg (which in its basic function can be represented by a reversing switch)
\[ \alpha(t) = \frac{1}{2} [1 + M \sin \omega_d t] \] (5)
\[ M = \frac{2 U_d}{U_{pk}} \] (6)
The variable \( \tau \) thereby is set for identification of a "macroscopic" quasi-continuous behavior which is gained from the real signal

**Fig. 2:** Division of the output current flowing into controlled and uncontrolled semiconductor devices of a PWM converter bridge leg

**Fig. 3:** Formation of the converter output ("microscopic") mean value related to the pulse period; thereby a defined ("macroscopic") duty ratio is assumed

shape by averaging over a pulse period (the "microscopic" behavior). The resulting "microscopic" mean value always has to be related to the position of the pulse period which has to be considered as being moveable over the fundamental period. For higher pulse rates the mean value converges towards the converter output voltage fundamental.

According to Eq. (7) the conduction power losses of a bridge leg transistor have to be computed via the mean value of the product of the forward voltage drop and the collector current relative to the fundamental period.

\[ P_{FK} = \frac{1}{T_p} \int_{0}^{T_p} u_{FK} i_{FK} dt \] (7)

If the forward characteristic of the semiconductor is approximated according to (see also Fig. 3)

we receive with
\[ I_{FK,avg} = \frac{1}{T_p} \int_{0}^{T_p} i_{FK} dt, \] (9)
\[ I_{FK,ms} = \frac{1}{T_p} \int_{0}^{T_p} i_{FK}^2 dt, \] (10)
\[ P_{FK} = U_{FK} I_{FK,avg} + \alpha_{FK} P_{FK,ms}. \] (11)

The conduction losses are determined accordingly as well by the mean value as by the rms value (by the form factor) of the transistor current in general.

Similar we have for the non-controllable elements (diodes):

\[ u_{PD} = U_{PD} + r_{PD} i_{PD} \] (12)
\[ P_{PD} = U_{PD} I_{PD,avg} + \alpha_{PD} P_{PD,ms}. \] (13)

With respect to a mathematically simple formulation we make the following assumptions (for further considerations):

- Symmetric regular sampling
- Limitation to discrete phase angle values \( \varphi_{n+k} \) such that the current zero crossings coincide always with the begin or the end of a pulse interval, respectively.
- \( ps = 2i \quad i = 1, 2, 3, \ldots \)

As the further derivation shows, these assumptions do not limit the general validity of the results (i.e., for the derivation of the limit values). Evaluation of Eq.(9) leads to

\[ P_{FK} = U_{FP} \left\{ \frac{1}{T_p} \sum_{k=0}^{N-1} \int_{t_k}^{t_{k+\frac{T_p}{2}}} i_{FK} dt + \alpha_{FK} \right\} \] (14)

\[ t_k = \left[ \frac{-\varphi \pm T_p (1 + 2k)}{\omega_d} \right], \] (15)
\[ \varphi = \varphi_{n+k}, \] (16)
\[ \alpha_k = \alpha(t_k). \] (17)

According to Eq.(19) now the local integrations (point of time \( t_k \)) in Eq. (15) can be extended to the formulation of microscopic mean values.

\[ P_{FK} = U_{FP} \left\{ \frac{1}{T_p} \sum_{k=0}^{N-1} \frac{1}{T_p} \int_{t_k}^{t_{k+\frac{T_p}{2}}} i_{FK} dt \right\} \] (18)

For assuming infinitely high pulse frequency

\[ T_p \to 0 \] (19)
\[ \frac{\varphi}{\omega_d} + \frac{T_p}{2} (1 + 2k) \to \tau \] (20)

(by the microscopic time interval \( T_p \) is converted into a macroscopic time differential or, the discrete points of time \( t_k \) are converted into the continuous time \( \tau \)) we receive

\[ i_{FK,avg}(\tau) = \frac{1}{T_p} \int_{\varphi}^{\varphi+\frac{T_p}{2}} i_{FK}(\tau) d\tau = \alpha(\tau) i_{FK}(\tau), \] (21)
\[ i_{FK,ms}(\tau) = \frac{1}{T_p} \int_{\varphi}^{\varphi+\frac{T_p}{2}} i_{FK}^2(\tau) d\tau = \alpha(\tau) i_{FK}^2(\tau). \] (22)

A time-wise discontinuous signal therefore is converted into one with equal power loss (equal linear and quadratic current mean values; see Fig.4). The result of the local averaging on one hand can be interpreted as evaluation of a (macroscopic) infinitely small pulse interval; on the other hand, it can be interpreted
as the calculation of a mean value over a (macroscopic) finitely wide interval, being related to the interval center. For a finitely wide pulse interval thereby an only linear approximation of the current shape to be integrated is assumed. The evaluation of the macroscopic mean values (relative to the fundamental) which is really interesting for calculation of the conduction losses can be performed via Eqs.(21,22) in a simple manner in closed form by

\[
P_{F,T1} = U_{F,T} \left\{ \frac{1}{T_N} \int_{0}^{T_N} \tau_1(\tau) \, d\tau \right\} + r_{F,T} \left\{ \frac{1}{T_N} \int_{0}^{T_N} \tau_2(\tau) \, d\tau \right\}. \quad (23)
\]

Based on a purely sinusoidal output current with general phase angle with respect to the converter output voltage

\[
i_{\pi}(t) = i_N \sin(\omega t + \phi) . \quad (24)
\]

the averaging method shall be briefly analyzed in the following. It is sensible to compare the local contribution of the exact calculation

\[
s_N = \int_{t_{N-1}}^{t_{N}} i_{\pi}(t) \, dt , \quad (25)
\]

to the expression gained by application of the averaging method

\[
s_\pi = \int_{t_{N-1}}^{t_{N}} \frac{\tau_1(\tau) r_{\pi}}{T_N} \, d\tau . \quad (26)
\]

A brief calculation (not given here) shows that the deviation of the approximate solution only appears for a higher than first power of the pulse period (normalised with respect to the fundamental period). This very good consistency is also given for the macroscopic mean value as shown in Figs.5 and 6 based on a relative error definition given by

\[
f_{F,T1,rel} = \frac{f_{F,T1}}{f_{I,F,T1}} r_{\pi}(\tau) \, d\tau - \sum_k f_{P,T1} \frac{r_{\pi}(\tau)}{f_{P,T1}} \, d\tau . \quad (27)
\]

As Fig.6 shows, the amount of the deviation is essentially determined by the amount of the modulation and by the phase shift between modulating function and output current. For the sake of brevity we want to omit here a closer discussion of the error (amount) area which can be interpreted easily.

The statements made so far for the macroscopic linear mean value are also confirmed for the macroscopic quadratic mean value. This is according to Fig.7 based on an analogous error definition

\[
s_N = \int_{t_{N-1}}^{t_{N}} i_1^2(\tau) \, d\tau , \quad (28)
\]
\[
s_\pi = \int_{t_{N-1}}^{t_{N}} \tau_1(\tau) r_{\pi}(\tau) \, d\tau . \quad (29)
\]

**Fig.4:** Application of the averaging method for calculation of a continuous time function corresponding to the local ("macroscopic") mean value of \(i_{\pi} \).

**Fig.5:** Value of the relative error of the analytically closed approximation of the linear ("macroscopic") transistor current mean value.

**Fig.6:** Relative error of the approximation method (linear averaging method) in dependency on the modulation depth and the phase angle.

\[
f_{P,T1,rel} = \frac{f_{F,P,T1}}{f_{I,F,P,T1}} r_{\pi}(\tau) \, d\tau - \sum_k f_{P,T1} \frac{r_{\pi}(\tau)}{f_{P,T1}} \, d\tau . \quad (30)
\]

Based on Eq.(23), the computation of the local conduction losses of the transistor T1 or the Diode D2, respectively, leads to
\[ P_{F,T1}(\phi) = \frac{U_{F,T1}I_N}{2} \left[ 1 + M \sin \phi \right] \left[ 1 + \frac{r_{F,T1}}{U_{F,T1}} \sin(\phi_u + \phi) \right] \sin(\phi_u + \phi), \quad (31) \]

\[ P_{F,D1}(\phi) = \frac{U_{F,D1}I_N}{2} \left[ 1 + M \sin \phi \right] \left[ 1 + \frac{r_{F,D1}}{U_{F,D1}} \sin(\phi_u + \phi) \right] \sin(\phi_u + \phi). \quad (32) \]

Thereby the validity of these equations is limited to the interval \( \phi_u = \omega_{HT} \quad \phi \in [-\pi, -\phi + \pi] \), \( \quad (33) \)

dependent on the output current direction and on the phase angle counting direction (determined in Fig.4). The macroscopic power loss behavior determined herewith will form an essential base for dimensioning the semiconductors especially for low output frequency. This is because then there is no sufficient averaging (for defined thermal time constant) resulting in largely constant junction temperature. For higher output frequencies (or for corresponding thermal inertia) the relationships

\[ P_{F,T1} = \frac{U_{F,T1}}{2} \left[ 1 + \frac{M}{\pi} \cos \phi \right] + r_{F,T1}I_T^2 \left[ 1 + \frac{M}{\pi} \cos \phi \right], \quad (34) \]

\[ P_{F,D1} = \frac{U_{F,D1}}{2} \left[ 1 - \frac{M}{\pi} \cos \phi \right] + r_{F,D1}I_T^2 \left[ 1 - \frac{M}{\pi} \cos \phi \right], \quad (35) \]

can be used. The sum of the conduction losses of one half of a bridge leg will be given as determined by

\[ P_p = 2(P_{F,T1} + P_{F,D1}), \quad (36) \]

\[ P_p = \frac{I_T}{4}(U_{F,T1} + U_{F,D1}) + \frac{M}{\pi}(U_{F,T1} - U_{F,D1}) \cos \phi + \frac{I_T^2}{4}(r_{F,T1} + r_{F,D1}) + \frac{I_T^2}{4}(r_{F,T1} - r_{F,D1}) \cos \phi. \quad (37) \]

If one assumes constant forward voltage drop (independent of the current magnitude) of the semiconductors, Eq.(37) can be simplified according to

\[ P_p \approx 0.5U_p I_{F,avg}. \quad (38) \]

Thereby one has to choose \( U_p \) as average value between transistor and diode forward voltages.

\[ \text{Fig.7: Relative error of the approximation method (generation of a quadratic macroscopic mean value) in dependency on the modulation depth and the phase angle} \]

\[ \text{Fig.8: Relative conduction period of the controlled and uncontrolled semiconductor devices in dependency on the modulation depth and the phase angle} \]

\[ \beta_T = \beta_{T1} + \beta_{T2} = 2\beta_{T1} = \frac{1}{2} \frac{M}{\pi} \cos \phi, \quad (41) \]

\[ \beta_D = 1 - \beta_T = \frac{1}{2} \frac{M}{\pi} \cos \phi. \quad (42) \]

As Fig.8 shows, the conduction period of the semiconductors rises and falls with increasing modulation. With increasing \( \cos \phi \) it is shifted from the uncontrolled to the controlled semiconductor devices. \( \cos \phi = 1 \) in any case means power flow out of the DC link. Then, as given before, mainly the transistors conduct the current.

**Calculation of the Switching Losses**

Besides the determination of the conduction losses especially for higher switching frequencies the calculation of the switching losses of the semiconductor devices is important for thermal dimensioning of the power circuit. Thereby there exists basically a variety of thinkable approaches from which two are described briefly in the following.

If the switching losses are gained via parameters known from data sheets or from measurements of the switching behavior (fall time etc.) we have, e.g., for rough approximation of the local turn-off energy loss \( \left( L_a \right. \text{ - parasitic inductance of the circuit}) \)

\[ w_{off,T1} = \frac{1}{2} \left[ L_a \frac{d^2 i}{dt^2} \right]_{t_{off,T1}} + \frac{1}{2} \frac{i_{off,T1}^2}{U_{ZK}} \quad (43) \]

Thereby a linear approximation of the current dependency of the fall time according to

\[ t_{off,T} = t_{off,T1} + k_{off,T} \quad (44) \]

is assumed. With

\[ P_{off} = w_{off}(\phi) \quad \text{for } \phi \leq \phi_{off} \]

\[ P_{off,T1} = \frac{1}{2\pi} \int_{-\phi}^{\phi} P_{off,T1}(\phi) d\phi \quad (45) \]

we receive for the macroscopic turn-off power loss

\[ P_{off,T1} = \left\{ \frac{I_T}{4} \frac{U_{ZK}}{\pi} + \frac{P}{4} \left[ L_a \frac{i_{off,T1}}{U_{ZK}} \right] \right\} \quad (46) \]

Giving a fall time for the actual current shape during the switching interval is very insufficient, especially when tail-currents are present; therefore it is much more meaningful to start with a measurement of the turn-off energy loss for a defined parameter set (DC link voltage, junction temperature, ...). The switching energy loss (turn-on and turn-off losses) appearing within a pulse
interval therefore can be given immediately for controlled and uncontrolled valves in dependency on the current being switched. Starting from Eq. (47) or from a measurement method for the shape of the characteristics (not described in detail here) a quadratic approximation
\[
\omega_p (\omega_n \tau) = k_{1,T} \omega_p + k_{2,T} \omega_p^2,
\]

\[
[k_{1,T}] = \frac{W_s}{A}
\]

is recommended. With
\[
p_{P,T} = u_{P,T} f_p
\]

\[
P_{P,T1} = \frac{1}{2\pi} \int_{-\pi}^{\pi} p_{P,T1}(\omega_n \tau) d(\omega_n \tau)
\]

it follows for the switching power loss of a transistor
\[
P_{P,T1} = \dot{I}_N \left( k_{1,T} \frac{\omega_n}{\pi} + k_{2,T} \frac{\dot{I}_N}{4} \right) f_p
\]

where an estimate can be given in a simple manner according to
\[
k_{1,T} = 0 \quad P_{P,T} \approx 0.5 k_{2,T} I_{P,N,ms} f_p
\]

One has to observe that Eq. (52) implies a linear dependency of the switching losses on the pulse frequency (independent, however, of the averaging method used here).

The total losses of a bridge leg transistor result (together with Eq. 34) in
\[
P_T = \left\{ \frac{h_{xx}}{2} \left[ 1 + \frac{\mu}{\alpha} \cos \phi \right] + \frac{h_{xx}}{2} \right\} \dot{I}_N + \alpha_{P,T} \frac{\dot{I}_N}{4} f_p
\]

Eqs. (54) and (34) allow furthermore a comparison of the conduction and switching losses of a valve. Also, for given maximum allowable power loss (according to a maximum junction temperature) one can give (based on Eq. (54)) the dependency of the allowable AC current peak value on modulation and \(\cos \phi\). This limit forms one of the border lines of the converter operating region.

For the uncontrolled valves basically analogous simple relationships are valid which could be based on the given considerations. The respective treatment shall be omitted here.

**Calculation of the DC-Link-Current Parameters**

Because the capacitance of an electrolytic capacitor can be linked to a defined current carrying capability, the size of the DC link capacitor is essentially determined (among other things) by the capacitor current rms value.

For a symmetric three phase voltage (current) system
\[
\alpha_R = \frac{1}{2} + \frac{M}{2} \sin \omega_n t
\]
\[
\alpha_s = \frac{1}{2} + \frac{M}{2} \sin \left( \omega_n t - \frac{2\pi}{3} \right)
\]
\[
\alpha_T = \frac{1}{2} + \frac{M}{2} \sin \left( \omega_n t + \frac{2\pi}{3} \right)
\]

\[
i_{h,R} = \dot{I}_N \sin \omega_n t + \phi
\]
\[
i_{h,S} = \dot{I}_N \sin \left( \omega_n t + \phi - \frac{2\pi}{3} \right)
\]
\[
i_{h,\alpha} = \dot{I}_N \sin \left( \omega_n t + \phi + \frac{2\pi}{3} \right)
\]

at the input of the PWM converter considered, segments of the ac side currents are switched into the DC link according to the switching status (see Fig. 9). For the mean value or the rms value of the DC link current we have then in the interval
\[
\varphi \in \omega_n \tau \in \left[ \pi - \frac{\pi}{6} \right], \left( \pi + \frac{\pi}{6} \right)
\]

\[
i_{2x,ms}(\tau) = -i_{h}(\tau) \left[ \alpha_R(\tau) - \alpha_R(\tau) \right] +
\]

\[
i_{h}(\tau) \left[ \alpha_R(\tau) - \alpha_R(\tau) \right] +
\]

\[
i_{2x,ms}(\tau) = i_{2x}(\tau) \left[ \alpha_R(\tau) - \alpha_R(\tau) \right] +
\]

\[
i_{h}(\tau) \left[ \alpha_R(\tau) - \alpha_R(\tau) \right]
\]

The local DC link current mean value due to the time constant power flow of a symmetric three phase system also shows a time independent value
\[
i_{2x,ms}(\tau) = \frac{3}{4} I_{P,N} \cos \phi = I_{2x,ms}
\]

For the macroscopic DC link current rms value
\[
I_{2x,ms} \left( r^{+}-r^{-} \right) \quad 2x,ms \{\omega_n \tau\} d(\omega_n \tau)
\]

(due to the 60° periodicity of the DC link current shape averaging can be limited to a sixth of the base period) there follows
\[
I_{2x,ms}^2 = \frac{3}{2} \frac{M}{\pi} I_{P,N}^2 \left( \frac{\pi}{4} + \cos \phi \right)
\]

For constant load of the DC link therefore the capacitor current rms value can be determined via
\[ i_{2K} = i_{c,2K} + i_{2K,mp}, \quad (63) \]
\[ \int_{t_n}^{t_{n+1}} i_{c,2K} I_{2K,mp} dt = 0, \quad (64) \]
\[ P_{2K,mp}^2 = P_{2K,mp}^2 + P_{2K,mp}^2 \quad (65) \]

\[ P_{2K,mp}^2 = M^2 \left[ \frac{3}{4 \pi} + \cos^3 \varphi \left( \frac{\sqrt{3}}{\pi} - \frac{9}{16} M \right) \right] \quad (66) \]

(see also Fig.10). For \( \cos \varphi = 0 \) for the then disappearing mean value of \( I_{c,2K} \) the rms value \( I_{c,2K,mp} \) coincides with \( I_{2K,mp} \). The maximum of the shape of \( I_{c,2K,mp} \) at \( M = 2 \) is achieved by the dependency of the DC link current mean value on the modulation \( M \). Regarding a worst case consideration especially the evaluation of Eq.(66) is of importance for the value

\[ M' = \frac{8 \sqrt{3}}{9 \pi} \left( 1 + \frac{1}{4} \cos^3 \varphi \right) \quad (67) \]

which is related to the maximum. Thereby with decreasing \( \cos \varphi \) the maximum value mentioned before is turned into a boundary maximum (not given by Eq.(67) occurring at \( M = 1 \) for sinusoidal modulation) or at \( M = 2/\sqrt{3} \) (achievable by a modification of the modulation approach).

Fig.10: Dependency of the DC link capacitor current rms value on modulation depth and phase angle

As can be seen from Fig.11 for a characteristic parameter set, already for relatively low pulse frequency very good convergence is given for the DC link current values which are determined via Eqs.(62) and (66) (when compared to the values gained via digital simulation). Basically in Eqs.(62) and (66) there is no dependency on pulse frequency and value of the inductances on the AC side (which also can be leakage inductances of an AC machine); this is according to the assumption of purely sinusoidal currents (or neglectation of harmonics). Therefore, generally for a sufficiently smooth phase current shape one can assume a good approximation of exact results by the equations given.

Fig.11: Comparison of the results of the approximation method and the digital simulation

With

\[ \Delta I_c = \frac{U_{dc}}{4 \pi} \frac{T_s}{2L} \quad (68) \]

\[ \varphi' = \omega \tau = \varphi - \frac{\pi}{2} \quad (69) \]

\[ m(\tau) = \frac{2 m(\tau - 1)}{U_{dc}} = \left[ 2 \omega \tau - 1 \right] \quad (70) \]

there follows for the rms value of the current harmonics for sinusoidal modulation — designated by subrect [1]

\[ \Delta P_{2,mp,\tau} = \frac{1}{6} \Delta I_c^2 M^2 \left[ 1 - \frac{8 M}{2 \sqrt{3}} + \frac{3 M^2}{4 \pi} \right] \quad (71) \]

Thereby the modulation is limited to \( M \leq 1 \), however. If one applies a modulation method (which in general is called space vector modulation) — designated by subrect [2], one can increase the modulation range up to the theoretical limit \( M_{max} = 2/\sqrt{3} \) which is achievable without overmodulation. Furthermore the harmonic losses can be reduced considerably according to

\[ \Delta P_{h,mp,\tau} = \frac{1}{6} \Delta I_c^2 M^2 \left[ 1 - \frac{8 M}{2 \sqrt{3}} + \frac{3 M^2}{4 \pi} \right] \quad (72) \]

if compared to sinusoidal modulation (see Fig.16). For the related modulation functions (Fig.12) we have

\[ [2] : \quad M \leq \frac{2}{\sqrt{3}} \quad \varphi' \in \left[ \frac{\pi}{3}, \frac{2\pi}{3} \right] \quad m_n = \frac{3}{2} M \cos \varphi' \]

\[ m_2 = \frac{\sqrt{3} M}{2} \sin \varphi' \]

\[ m_4 = -\frac{\sqrt{3} M}{2} \sin \varphi' \quad (73) \]

Calculation of the AC Side Harmonic Losses

Besides application of the averaging method described for calculation of characteristic values as a basis for dimensioning the power semiconductors (as well as for the DC side energy storage, i.e. the DC link capacitor) the averaging method can also be used for determination of the AC side harmonic losses. This topic will be treated in detail in a future paper now being in preparation. Here, for the sake of completeness, essential results shall be presented.
The shape of the modulation functions in the entire base interval thereby can easily be determined by cyclic extension corresponding to the phase axis sequence for rotation of the converter voltage space vector to be produced.

A closer analysis of the current harmonics space vector trajectory shows that the only available degree of freedom for a pulse pattern optimization in general lies in selecting the distribution of the free-wheeling states within a pulse half period. The modulation function shape (which results in an optimal behavior of the harmonics) can be gained immediately from the knowledge of the analytic dependency of the harmonic losses on the distribution mentioned before. Thereby one can approximate very well the shape of this optimal modulation functions by functions given by Eq.(73).

![Fig.12: Shape of the phase modulation function according to Eq.(73) or [2], respectively](image1)

![Fig.13: Shape of the phase modulation function according to Eq.(75) or [3], respectively](image2)

According to

\[
\Delta I_{p,k=0,0} = \frac{1}{2} \Delta I_0 M_1 \left\{ 1 - \frac{M_1}{2 M_2} + \frac{M_1^2}{4} \left[ 1 - \frac{M_1}{2 M_2} (1 - 2 M_3) \right] \right\} \quad (74)
\]

also for "correction" of the simple sinusoidal modulation by addition of a third harmonic (Fig.13) with appropriate amplitude a harmonic loss minimization is possible (Fig.16). For definition of the modulation depth we have

\[
M_1 = \frac{2 u_{gs,1}}{U_{sK}}, \quad M_2 = \frac{2 u_{gs,2}}{U_{sK}}. \quad (75)
\]

The modulation functions follow as

\[
\begin{align*}
m_R &= M_1 \cos \phi' + M_2 \cos 3\phi' , \\
m_S &= M_1 \cos \left( \phi' - \frac{2 \pi}{3} \right) - M_2 \cos 3\phi' , \\
m_T &= M_1 \cos \left( \phi' + \frac{2 \pi}{3} \right) - M_2 \cos 3\phi' . \quad (76)
\end{align*}
\]

A minor disadvantage of the optimization

\[
M_2 \mid_{M_1=\text{min}} = \frac{1}{4} \quad (77)
\]

is given, however, by a minor limitation of the overmodulation-free modulation range

\[
M_2 \mid_{M_1=\text{max}} = 0.972 \frac{2}{\sqrt{3}} . \quad (78)
\]

The entire modulation range can be used only in the suboptimal point

\[
M_2 \mid_{M_1=\text{subopt}} = \frac{1}{6} . \quad (79)
\]

Common to all modulation methods treated so far is the generation of phase voltages which are sinusoidal in the average; they can be possibly also be "corrected" by harmonic of the order 3 and multiples of 3. The reference point is the (fictitious) center point of the DC link voltage. The voltages act on the outside only according to their differences forming the line to line voltages. So called zero components therefore are not projected into the output variables (this also can be shown immediately by space vector calculus; furthermore a three-wire system (neutral not connected) is assumed).

Alternatively one can choose not only the DC link center point as reference point of the resulting phase voltage system, but also (alternating) the positive and negative DC link rail. Furthermore, one can (in cyclic sequence) assume the switching status of always one converter phase according to the modulation functions (Figs.14,15)

\[
[4] : \quad M \leq \frac{2}{\sqrt{3}} \phi'^' \in \left[ \frac{\pi}{3}, \frac{2\pi}{3} \right] : \quad \begin{align*}
m_R &= 1 - \sqrt{3} M \sin \left( \phi'^' - \frac{\pi}{3} \right) , \\
m_S &= +1 , \\
m_T &= 1 - \sqrt{3} M \sin \phi'^' - 1 , \\
\phi'^' &= \left[ \frac{\pi}{3}, \frac{2\pi}{3} \right] , \quad (80)
\end{align*}
\]

\[
[5] : \quad M \leq \frac{2}{\sqrt{3}} \phi'^' \in \left[ \frac{\pi}{3}, \frac{2\pi}{3} \right] : \quad \begin{align*}
m_R &= \sqrt{3} M \sin \left( \phi'^' + \frac{\pi}{3} \right) - 1 , \\
m_S &= \sqrt{3} M \sin \phi'^' - 1 , \\
m_T &= -1 , \\
\phi'^' &= \left[ \frac{\pi}{3}, \frac{2\pi}{3} \right] , \quad (81)
\end{align*}
\]

as being fixed within an time interval. The two remaining converter phases then have to be controlled by pulse width modulation such

![Fig.14: Shape of the phase modulation function according to Eq.(80) or [4], respectively](image3)
that the line to line voltages (gained by referencing these two phase voltages to the third) yield sinusoidal forms as a "pulse interval average".

By application of this approach one can increase the converter pulse frequency by a factor of 3/2 as compared to methods used so far. This can be seen immediately from the shape of the modulation functions; the average converter switching frequency remains the same. Thereby one can also shift the audible noise producing frequencies into higher regions. A further advantage becomes clear when one determines the resulting harmonic rms values

\[ \Delta I_{r, \text{rms},(4)} = \frac{1}{4} \Delta i_{2}^{2} M_{s}^{2} \left[ 1 - \frac{3}{2\sqrt{2}} \left( 2 \mp \sqrt{2} \right) \right] \] (82)

\[ \Delta I_{r, \text{rms},(5)} = \frac{1}{4} \Delta i_{0}^{2} M_{s}^{2} \left[ 1 - \frac{3}{2\sqrt{2}} \left( 2 \pm \sqrt{2} \right) \right] \] (83)

**Fig. 15**: Shape of the phase modulation function according to Eq. (81) or (82), respectively.

**Fig. 16**: Comparison of the normalized harmonic power losses for various modulation methods.

These lie (see Fig. 16) when related to the same average converter switching frequency in the upper modulation region about 50% below the values of the modulation methods mentioned in the beginning of this paper (methods which have been described as harmonic optimal so far). Especially for PWM rectifier systems the new modulation method proposed here seems to be optimally suited because these systems always operate close to a modulation depth of 1 in the stationary case according to the approximately constant mains voltage.

**Conclusions**

As this paper shows the introduction of a simple averaging method makes possible the calculation of closed form analytical relationships which characterize the component stress of PWM converters with high pulse frequency. Furthermore this approach can be used for evaluation of the quality function of the optimization of a control method. In general, there exists the possibility to analyze and approximate a multitude of problems arising in connection with the operation of three phase (and also for single phase) PWM converter systems (e.g., current dependent distortion of the converter output voltage due to the forward voltage drop of the power semiconductor devices, or due to switching time delays).

In this connection one has to point out in principle that thereby (for calculation in three-wire systems) the application of space vector calculus offers essential advantages concerning transparency and possibilities of interpretation and extension of results when compared to using phase variables.
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