Abstract—An accurate and fast transient calorimetric ferrite core-loss measurement method is proposed in this paper. In contrast to electrical measurements, the accuracy of the calorimetric approach is largely independent of the magnetic excitation and operating frequency. However, accurate values of the thermal capacitance and the temperature of the Core Under Test (CUT) are required. Accurate measurement of the specific heat capacity of the core material can be achieved with a Differential Scanning Calorimeter (DSC) or by using the cut as a DC electric conductor and measuring its thermal response for known Joule heating. Accurate temperature measurements can be realized with NTC temperature sensors. A thorough uncertainty analysis of the presented method is conducted by identifying the impact of each source of uncertainty in the course of a sensitivity analysis. For the considered reference case (R22.1/13.7/7.9 toroidal core with N49 ferrite material by EPCOS-TDK - 500 kHz/100 mT) the method achieves a total uncertainty with a worst-case value of less than 12% or, in case of a more realistic approach considering a Gaussian distribution of each source of uncertainty, a mean value of 4.3% with a 95% confidence interval of ±3.2%. The results are verified by means of FEM simulations and experiments. Furthermore, a step-by-step description of the workflow for preparing and conducting the experiments is provided. The proposed method is tested experimentally and compared to a state-of-the-art electrical loss measurement method for MnZn N87 and N49 ferrite cores of EPCOS-TDK. In addition, it is used to measure the loss-map of the NiZn ferrite material 67 from Fair-Rite from 1 MHz to 50 MHz, which enables the computation of the material’s Steinmetz parameters.
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I. INTRODUCTION

Latest GaN power semiconductors enable very high switching frequencies and efficiencies of power electronics converters. In order to fully utilize the potential of available technologies, the design of power electronic converters is based on multi-objective optimization, e.g., with respect to power density and efficiency, which, however, relies on accurate component models. However, the power semiconductors’ switching losses and the magnetic components’ core losses are known to be subject to high uncertainties. Accordingly, the accurate knowledge of the switching losses and the losses of magnetic components of the converter circuits up to the MHz range is of great interest. This is particularly challenging for the core losses, whose behavior is highly non-linear, e.g., with respect to frequency, temperature, AC flux density, and DC premagnetization. Such non-linear dependencies apply especially to ferrite materials, MnZn (20 kHz to 2 MHz) and/or NiZn (1 MHz to 50 MHz), which are best suited for high frequency operation.

The main existing core loss measurement methods can be classified into electrical and calorimetric approaches [1]. Common problems to electrical methods, e.g., poor power factor and limitation to sinusoidal excitation have been resolved in [2]–[9]. State-of-the-art electrical methods feature partial cancellation of the phase-discrepancy error using an air-core inductor or a high-Q capacitor, in order to ensure adequate accuracy also at high frequencies, i.e., in the MHz range [10], [11]. However, the requirement of precise pre-calibration, elaborate post-processing, and difficulties arising from dealing with parasitics remain as drawbacks.

A steady-state calorimetric measurement [12]–[14] presents an alternative approach. However, the time needed for every single measurement is very long, i.e., typically in the range of several tens of minutes, and the realization of such setup is a challenging task. A transient calorimetric measurement method of core losses would drastically reduce the measurement time as shown for power semiconductors in [15]. An adaptation of this method to magnetic components is proposed in [16]. However, the presented approach requires a complex setup with an additional "calorimeter block", which refers to a block of known mass and thermal heat capacity (e.g., copper). The magnetic component is thermally well connected to the block and the total losses (both coil and core losses) can be measured through the rate of rise of the temperature of the copper block. In addition to its complexity, the proposed method requires calibration measurements in order to identify the heat flux leaking through the insulation. A simpler method to identify the core losses in a transient calorimetric approach is introduced in [17], which mainly relies on the correlation between the core losses and the rate of change of the core temperature. However, the method has only been used to measure the relative increase of the core losses, in presence of different levels of DC premagnetization, and has not been evaluated with regard to absolute core loss measurements. Finally, in [18] an effort to measure the absolute core losses using a transient calorimetric approach is presented, however, the work does not provide a detailed
investigation of the uncertainties of the method (e.g., with respect to the specific heat capacity of the measured core material, where a constant value is considered) as well as further verification (e.g., experimental results).

In this paper, the method presented in [18] is further developed, and a detailed investigation of the measurement uncertainties is introduced. The method is found to achieve a total measurement uncertainty of less than 20% in a wide range of core losses, e.g., $40\text{mW} < P_{\text{core}} < 8\text{W}$. Accordingly, it is well suited for core loss measurements, in particular at operating points where electrical measurement methods are subject to high uncertainties, e.g., at very high frequencies. The operating principle of the proposed measurement method is detailed in Section II. Section III presents an analysis of the implications of the individual measurement inaccuracies on the measured core losses, a derivation of the total measurement uncertainty for given specifications, and an investigation of the useful loss-range of the method. The results of the analysis are verified by means of FEM simulations in Section IV. Finally, Section V provides a step-by-step description of the workflow for preparing and conducting the experiments. Furthermore, Section V presents the experimental results for the investigated transient calorimetric method for two MnZn ferrite materials and a NiZn ferrite material and for frequencies up to 750 kHz and 50 MHz, respectively.

II. EXPERIMENTAL SETUP AND OPERATING PRINCIPLE

Fig. 1 depicts the setup that consists of the Core Under Test (CUT) and an enclosure that ensures steady ambient conditions (e.g., homogeneous temperature, absence of air-flow) and improves the accuracy of the measurement due to the prevention of forced cooling (cf. Sec. III-B). If the measurement needs to be conducted at an ambient temperature, $T_{\text{amb}}$, that is different than the nominal ambient temperature, a reference temperature chamber, preferably an oven, can be used for that purpose. During the measurements of the presented work, a laboratory oven that uses forced air circulation and achieves a highly stable ambient temperature was employed. Small fluctuations around the reference temperature are of low importance, due to the substantially different time constants between the fluctuations of the temperature of the oven (multiple minutes) and the duration of a single experiment of the proposed method (tens of seconds). Finally, a high accuracy temperature sensor is attached to the core (cf. Fig. 1).

A. Fundamental measurement principle

For a given excitation and a negligible heat flux to the ambient, the temperature of the core increases according to

$$P_{\text{core}} = C_{\text{th,core}} \frac{dT_{\text{core}}}{dt} \approx C_{\text{th,core}} \frac{\Delta T_{\text{meas}}}{\Delta t},$$

where $C_{\text{th,core}}$ is the thermal capacitance of the core, $T_{\text{core}}$ is the core temperature, and $T_{\text{meas}}$ denotes the temperature reading.

According to (1), the correlation between the measured losses and the temperature only depends on the thermal capacitance of the core and not on the shape of the core or on the particular waveform of the flux density in the core. Compared to high-accuracy electric measurement procedures, time consuming steps that need to be conducted for each operating point, e.g., calibration of the setup and adaptation of the components for compensation, depending on the operating point [5]–[8], [10], [11], are avoided.

B. Equivalent thermal network

Fig. 2(a) depicts the considered equivalent thermal network of the experimental setup. The CUT is represented by the source of losses, $P_{\text{core}}$, and its thermal equivalent circuit elements, $R_{\text{th,core}}$ and $C_{\text{th,core}}$. The thermal resistance $R_{\text{th,leak}}$ models the heat leaking from the core to the ambient and to the coil through the mechanisms of thermal conduction, convection, and radiation. The setup employs two temperature sensors, i.e., the Negative Temperature Coefficient (NTC) thermistor, considered with $R_{\text{th,NTC}}$ and $C_{\text{th,NTC}}$ in Fig. 2(a), and an IR camera, which, however, is only used for the purpose of verification and is not required for the core loss measurements. A look-up table is used to convert the resistance of the NTC to the measured temperature, $T_{\text{NTC,meas}}$, and a Savitzky-Golay filter, i.e., a filter based on a moving Least Mean Square (LMS) algorithm [19], is applied to decrease the measurement noise for the

\[^{1}\text{From an evaluation of different temperature sensors, also including Resistance Temperature Detector (RTD), and thermocouple sensors, the NTC thermistor has been selected due to its high immunity against induced electrical noise and the comparably fast response.}\]
final temperature, $T_{\text{meas}}(t)$, without distorting the required information.

This network can be simplified based on the following, experimentally supported (cf. Section III), considerations:

- $R_{\text{th,core}}$ is assumed to be negligible ($\approx 0$), due to the relatively high thermal conductivities of MnZn and NiZn ferrite core materials ($\lambda \approx 3.5\,\text{W/mK}$, cf. Section III-G).
- The NTC thermistor is represented by a low-pass filter with a time constant of $\tau_{\text{NTC}}$, since $C_{\text{th,NTC}} \ll C_{\text{th,core}}$ applies.
- $C_{\text{th,core}}$ is assumed to be constant during the course of a single experiment.

Fig. 2(b) shows the resulting simplified equivalent circuit, which is used for the thermal analysis. During the heating phase ($t \in [t_{\text{on}}, t_{\text{off}}]$ in Fig. 3), temperature independent core losses are assumed and the core temperature increases,

$$T_{\text{core}}(t) = T_{\text{amb}} + P_{\text{core}} R_{\text{th,leak}} \left(1 - e^{-\frac{t-t_{\text{on}}}{\tau_{\text{leak}}}}\right), \quad (2)$$

$$T_{\text{leak}} = R_{\text{th,leak}} C_{\text{th,core}} \cdot \tau_{\text{leak}}. \quad (3)$$

During the cooling phase ($t > t_{\text{off}}$ in Fig. 3), zero core losses apply and the core temperature converges to the ambient temperature,

$$T_{\text{core}}(t) = T_{\text{amb}} + (T_{\text{max}} - T_{\text{amb}}) e^{-\frac{t-t_{\text{off}}}{\tau_{\text{leak}}}}. \quad (4)$$

According to (2) and (3), the values of $R_{\text{th,leak}}$ and $C_{\text{th,core}}$ are computed for the simulation of the core losses. $C_{\text{th,core}}$ depends on the mass of the core and its specific heat capacity, which is a material property that can be acquired in advance using the methods discussed in Section III-A (or could be specified by the core manufacturer). $R_{\text{th,leak}}$ depends on various factors, including the CUT, the coil, and the ambient conditions, and is estimated after each modification of the experimental setup.

For the estimation of $R_{\text{th,leak}}$, two dedicated temperature values of the cooling phase, i.e., $T_{\text{meas}}(t_{2})$ and $T_{\text{meas}}(t_{2} + \Delta t_{2})$ with $t_{2} > t_{\text{off}}$, are required. The resulting equation for $R_{\text{th,leak}}$ is

$$R_{\text{th,leak,est}}(t_{2}, \Delta t_{2}) = \frac{\Delta t_{2}}{C_{\text{th,core}}} \ln \left(\frac{T_{\text{meas}}(t_{2} + \Delta t_{2}) - T_{\text{amb}}}{T_{\text{meas}}(t_{2}) - T_{\text{amb}}}\right)^{-1} \cdot (5)$$

Finally, $P_{\text{core}}$ is estimated using two dedicated temperature values of the waveform acquired during the heating phase, $T_{\text{meas}}(t_{1})$ and $T_{\text{meas}}(t_{1} + \Delta t_{1})$, with $t_{\text{on}} < t_{1} < t_{1} + \Delta t_{1} < t_{\text{off}}$.²

$$P_{\text{core,est}}(t_{1}, \Delta t_{1}) = \frac{T_{\text{meas}}(t_{1} + \Delta t_{1}) - T_{\text{meas}}(t_{1})}{e^{-\frac{t_{1} - t_{\text{on}}}{\tau_{\text{leak}}}} - e^{-\frac{t_{1} + \Delta t_{1} - t_{\text{on}}}{\tau_{\text{leak}}}}} R_{\text{th,leak}} \cdot (6)$$

²In an alternative approach, LMS approximations could be used to identify $P_{\text{core}}$ and $R_{\text{th,leak}}$ by fitting (2) and (4), respectively. However, this is computationally more demanding and, due to the noise reduction achieved with the Savitzky-Golay filter [19], the difference between LMS approximations and the described two-points approach is found to be consistently below 1%.

### C. Validation of the thermal equivalent network

The reference setup specified in Tab. I serves for the purpose of validation and employs an R22.1/13.7/7.9 toroidal core (N49 by EPCOS-TDK) with a coil made of 10 turns of high-frequency litz wire ($180 \times 71\,\mu\text{m}$). The CUT is subject to a sinusoidal excitation with a peak flux density of 100 mT at a frequency of 500 kHz, which leads to reasonable core losses of 1.54 W (cf. Section V-A1 for further details regarding the selection of a suitable CUT).

Figure 3 presents the core temperature measured with an NTC thermistor (Littelfuse, PS104J2 [20]) and an IR camera (FLIR, A655sc [21], 30 frames/sec), for the same excitation. In addition, the temperatures $T_{\text{core, sim}}$ and $T_{\text{NTC, sim}}$ are depicted, as extracted from a simulation of the circuit of Fig. 2. For the implementation of the simulation circuit the values of $C_{\text{th,core}}$, $R_{\text{th,leak}}$, and $C_{\text{th,NTC}}$ need to be known. In this regard, $C_{\text{th,core}}$ is determined in advance (cf. Section III-A) and $R_{\text{th,leak}}$ is estimated with (5) during the cooling phase of the measurement. The time constant of the NTC, $\tau_{\text{NTC}} = 5.5\,\text{s}$, is determined such that the difference between simulated and measured waveforms is minimal.

It is found that simulated and measured waveforms match for both measurements, i.e., core and NTC temperatures, with maximum deviations of 0.28 °C and 0.19 °C, respectively. Moreover, the resulting simulated model was further used and successfully reproduced the temperature waveforms of the same experimental setup for different induced core losses, ranging from 0.4 W to 4.5 W, which further verifies the applicability of the considered circuit.

### III. MEASUREMENT ACCURACY

Typical sources of uncertainties in calorimetric measurement methods include the measurement accuracy of the employed equipment (e.g., temperature measurement device, DSC, time measurement device) and the impact of temperature on the measured quantities (e.g., generated core losses, specific heat capacity of the material, leaking heat during the experiment). In the course of an uncertainty analysis, the main sources of inaccuracies have been identified and are described in this Section:

- **Section III-A**: limited accuracy of the thermal capacitance measurement, $C_{\text{th,core}}$.
- **Section III-B**: uncertainty of the estimated heat flux arising from the uncertainty of the employed leakage flux model, which considers heat transfer to the ambient.
been determined for the reference setup specified in Tab. I and described in Section II-C. Tab. II further presents the expressions for the linearized sensitivities $\partial P_{\text{core,est}}/\partial \xi$ for the different inaccuracies, which can be used to estimate the boundaries of the uncertainties of the estimated core losses at each operating point (by way of example, the expression for $\partial P_{\text{core,est}}/\partial \delta_{\text{th,core}}$ is derived in Section III-A).

Tab. III lists the values of the boundaries determined for the reference setup, using the simplified linearized expressions presented in Tab. II, and, for the purpose of verification, also the corresponding values obtained from a numerical evaluation of the non-linear differential equation of the investigated system. The total measurement uncertainty is finally determined according to Section III-I.

A. Uncertainty $\delta_{\text{th,core}}$ of core’s thermal capacitance

Accurate knowledge of $C_{\text{th,core}}$ is of high importance, since it directly influences the calculated losses, cf. (1). Out of different measurement methods proposed in literature, the Differential Scanning Calorimetry (DSC) [22] features the best trade-off between complexity and accuracy. The basic operating principle of this method relies on the accurate measurement of the heat flow that is provided to a given sample, in order to achieve a defined increase of the sample’s temperature, which enables the calculation of its differential specific heat capacity as a function of temperature. The employed DSC 2500, from TA Instruments [23], uses a sapphire sample as reference and provides a maximum measurement accuracy of 2 %. Nevertheless, due to the non-ideal discoid shape of the employed samples, the measurement accuracy was set to a conservative

$$\delta_{\text{C_{th,core}}} = \pm 3\%.$$  (7)

Fig. 4 depicts the specific heat capacities of three MnZn ferrite materials (N87, N97, and N49 of EPCOS-TDK) and of
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**Fig. 2.** (a) Equivalent circuit of the calorimetric experimental setup, including the Core Under Test (CUT), the attached NTC thermistor, and the high accuracy IR camera; (b) simplified version of the proposed equivalent circuit that is considered in this paper. The IR camera serves only for model verification and is not required for the measurement of the core losses.

**Fig. 3.** Comparison of the results of a real measurement and a simulation of the thermal equivalent network of Fig. 2(b) using a toroidal ferrite core (R:22.1/13.7/7.9, N49) that is subject to a sinusoidal magnetic flux ($100 \text{ mT}, 500 \text{ kHz}$). The core temperature is measured with a NTC thermistor (Littelfuse PS104J2 [20]) and an IR camera (FLIR A655sc [21]) at 30 frames/sec. The component values of the simulated circuit are: $P_{\text{core}} = 1.54 \text{W}$, $C_{\text{th,core}} = 7.5\text{J/K}$, $R_{\text{th,leak}} = 45\text{K/W}$, $\tau_{\text{NTC}} = 5.5\text{s}$.

---

and to the coil by means of conduction, convection, and radiation.

- **Sections III-C and III-D**: limited dynamic response and accuracy of the temperature sensor.

- **Section III-E**: limited clock accuracy of experiment time measurement.

- **Section III-F**: temperature dependencies of $P_{\text{core}}$, $R_{\text{th,leak}}$, and $C_{\text{th,core}}$.

- **Section III-G**: temperature gradient in the core due to non-homogeneous magnetic flux density and finite thermal conductivity of the core.

- **Section III-H**: implications of copper losses.

Tab. II lists the values of the inaccuracies, $\xi$, that have
one NiZn ferrite material (67 of FairRite). The specific heat capacities of all four materials are temperature dependent, and this is related to different microscopic processes on atomic and molecule level [24], [25]. The abrupt steps for MnZn materials at approximately 225 °C correspond to the Curie temperature [26], [27].

DSCs are commonly used in material science, however, they may be less accessible in power electronics. An alternative, more accessible, way for the measurement of the ferromagnetic conductivity of ferrite material, the value of the injected losses is subject to minor change during the experiment. In such narrow temperature range the injected losses can be averaged. Alternatively, a controller for constant power injection can be used.

Using (1) and the averaged injected DC losses, during the heating phase, an initial estimation of \( C_{\text{th,core}} \) is acquired. Replacement of this value in (5) allows for calculation of \( R_{\text{th,leak}} \) during the cooling phase. Finally, the corrected value of \( C_{\text{th,core}} \) is calculated using (6) and division with the mass of the employed block leads to the calculation of the specific heat capacity. The maximum deviation of the specific heat capacity of MnZn N49 measured with the two proposed methods for the three values of \( T_{\text{amb}} \), i.e., 30 °C, 55 °C, 80 °C, is 1.93 %, 0.93 %, and 0.56 %, respectively.

The expression for \( \Delta P_{\text{core,est}}/\partial C_{\text{th,core}} \), i.e., the linear sensitivity of the estimated core losses on \( \Delta C_{\text{th,core}} \), can be derived based on the network depicted in Fig. 2(b). For this purpose, \( C_{\text{th,core}} \) is replaced by \( C_{\text{th,core}}(1 + \delta C_{\text{th,core}}) \) and

\[
\frac{\Delta P_{\text{core,est}}}{\partial C_{\text{th,core}}} = \Delta C_{\text{th,core}} \frac{\partial\Delta \theta}{\partial\Delta P_{\text{core,est}}} 
\]

The table below gives the uncertainties of the measured specific heat capacities of N87, N97 and N49 MnZn ferrite materials of EPCOS-TDK and 67 NiZn ferrite material of Fair-Rite using the Differential Scanning Calorimeter (DSC) 2500 of TA instruments. Additionally, for three different temperatures (30 °C, 55 °C, and 80 °C), the specific heat capacity of N49 is measured according to [28], where the ferrite conducts a DC current for generating a defined ohmic power loss in order to heat the core. With known DC losses, temperature rise, and core weight, the specific heat capacitance can be calculated.

### Table II

<table>
<thead>
<tr>
<th>Parameter ( \xi )</th>
<th>Description</th>
<th>Range</th>
<th>Linear Sensitivity, ( \partial\Delta P_{\text{core,est}}/\partial \xi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{\text{C_{th,core}}} )</td>
<td>Uncert. of calc. core thermal capacitance</td>
<td>±3 %</td>
<td>( P_{\text{core}} )</td>
</tr>
<tr>
<td>( \delta_{\text{R_{th,leak}}} )</td>
<td>Uncert. of calc. leakage thermal resistance</td>
<td>±20 %</td>
<td>( C_{\text{th,core}}/\Delta T_1 )</td>
</tr>
<tr>
<td>( \epsilon_{\text{meas}} )</td>
<td>Differential temperature meas. uncertainty</td>
<td>±0.1 °C</td>
<td>( 0.0001 \times \Delta T_1 )</td>
</tr>
<tr>
<td>( \tau_{\text{NTC}} )</td>
<td>Time constant of NTC sensor</td>
<td>[3s, 5.5s]</td>
<td>( 0.0001 \times \Delta T_1 )</td>
</tr>
<tr>
<td>( \eta_{\text{P_{core}}} )</td>
<td>Change in core losses due to ( \Delta T_{\text{core}} )</td>
<td>−1.2 %/°C</td>
<td>( 2\Delta T_1/(\Delta T_1+2(\Delta T_1+3\Delta T_2)) )</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>( \xi )</th>
<th>( \Delta P_{\text{lin}}/\text{mW} ) (cf. Tab. II)</th>
<th>( \Delta P_{\text{m}}/\text{mW} ) (numerical eval. of diff. equ.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{\text{C_{th,core}}} )</td>
<td>±66.2</td>
<td>[−110.3, +103.7]</td>
</tr>
<tr>
<td>( \delta_{\text{R_{th,leak}}} )</td>
<td>±43.47</td>
<td>[−100.6, +104.8]</td>
</tr>
<tr>
<td>( \epsilon_{\text{meas}} )</td>
<td>±28.91</td>
<td>±31.3</td>
</tr>
<tr>
<td>( \tau_{\text{NTC}} )</td>
<td>[−1.8, +12.4]</td>
<td>[−1.5, +12.4]</td>
</tr>
<tr>
<td>( \eta_{\text{P_{core}}} )</td>
<td>−80.3</td>
<td>−83.5</td>
</tr>
<tr>
<td>( \epsilon_{\text{meas}} )</td>
<td>&lt; ±1</td>
<td>&lt; ±1</td>
</tr>
<tr>
<td>( \eta_{\text{R_{th,leak}}} )</td>
<td>−8.6</td>
<td>−7.8</td>
</tr>
<tr>
<td>( \eta_{\text{R_{th,leak}}} )</td>
<td>−8.1</td>
<td>−9.3</td>
</tr>
</tbody>
</table>

Fig. 4. Measured specific heat capacities of N87, N97 and N49 MnZn ferrite materials of EPCOS-TDK and 67 NiZn ferrite material of Fair-Rite.
results for the increase of the temperature across \( C_{\text{th,core}} \). Furthermore, the impact of the NTC temperature sensor on the measurement result, modeled with \( \tau_{\text{NTC}} \), is neglected, since the corresponding low-pass filter leads to a deviation between the actual and the measured temperature, which can be considered separately, cf. (10) in Section III-C. With this, \( \Delta T_{\text{core}}(t_1 + \Delta t_1) - \Delta T_{\text{core}}(t_1) = \Delta t_{\text{meas}}(t_1 + \Delta t_1) - \Delta t_{\text{meas}}(t_1) \) applies and the time-domain function, \( \Delta T_{\text{core}}(t) \), can be used to evaluate (6). The result is linearized around \( \delta_{\text{th,core}} = 0 \),

\[
\frac{\partial P_{\text{core,est}}}{\partial \delta_{\text{th,core}}} \bigg|_{\delta_{\text{th,core}} = 0} = \frac{P_{\text{core}}}{\tau_{\text{leak}}} \left( t_1 - t_{\text{on}} - \frac{\Delta t_1}{1 + e^{\frac{\Delta t_1}{\tau_{\text{leak}}}}} \right).
\]

Due to \( \Delta t_1 \ll \tau_{\text{leak}} \), \( e^{\Delta t_1/\tau_{\text{leak}}} \) can be approximated by \( 1 + \Delta t_1/\tau_{\text{leak}} \), and further consideration of \( t_1 - t_{\text{on}} \ll \tau_{\text{leak}} \) leads to the expression listed in Tab. II. The other sensitivities are derived in a similar way.

B. Accuracy of the modeled leakage flux, \( \delta_{\text{th,leak}} \)

The calculation of the worst-case uncertainty of \( R_{\text{th,leak}} \) is based on (5), e.g., in case of the reference experiment,

\[
\begin{align*}
C_{\text{th,core}}(25^\circ C) &= 7.31/K, \\
\Delta t_2 &= 115s, \\
T_{\text{meas}}(t_2) &= 34.6^\circ C, \\
T_{\text{meas}}(t_2 + \Delta t_2) &= 32.2^\circ C,
\end{align*}
\]

apply, cf. Fig. 3. With \( \delta_{\text{th,core}} = \pm 3\% \) and \( \eta_{\text{ch,core}} = 0.1\%/^\circ C \), i.e., the given measurement uncertainty and the temperature dependency of \( C_{\text{th,core}} \), cf. Tab. II, and for a core temperature between \( T_{\text{amb}} + 6.0^\circ C \) and \( T_{\text{amb}} + 8.4^\circ C \) during \( t \in [t_2, t_2 + \Delta t_2] \), a worst-case range of

\[
[97\% + 0.1\%/^\circ C \times 6.0^\circ C, 103\% + 0.1\%/^\circ C \times 8.4^\circ C] C_{\text{th,core}},
\]

applies for the thermal capacitance. In addition, the measurement of the temperature difference is subject to an absolute uncertainty of \( \epsilon_{\text{meas}} = \pm 0.1^\circ C \) and the uncertainty due to clock accuracy can be neglected, which leads to a minimum value of 38.7 K/W (−14% compared to the nominal value of 45 K/W). On this basis, a conservative uncertainty of ±20% has been considered for \( \delta_{\text{th,leak}} \), cf. Tab. II.

Even though, \( R_{\text{th,leak}} \) is subject to a comparably high uncertainty, the impact on the estimated core losses remains low, since the maximum duration of the core loss measurement, \( t_{\text{off}} - t_{\text{on}} \) is typically in the range of 15s to 30s, which is much less than the time constant arising from the leakage flux, \( \tau_{\text{leak}} \approx 330s \). Accordingly, the corresponding sensitivity, \( \partial P_{\text{core,est}}/\partial \delta_{\text{th,leak}} \) is small (cf. Tab. III).

C. Impact of NTC time constant, \( \tau_{\text{NTC}} \)

For the temperature measurement, the PS104J2 NTC thermometer of Littelfuse [20] is used. In order to achieve a fast response of the NTC and at the same time mechanical robustness, the temperature sensor is glued to the core using a thermally conductive adhesive (8329TFM-25ML of MG Chemicals). The CUT must be much larger in size than the temperature sensor in order to fulfill \( C_{\text{th,NTC}} \ll C_{\text{th,core}} \) (for the case of very small cores, thermal imaging is a valid solution). An uncoated core is preferred, and in case of coating, the coating is carefully locally removed, even though it is found to have a minor impact on the measured response.

The NTC sensor features a dynamic response similar to a first-order low pass filter, cf. Fig. 3, with time constants between 3s and 5.5s, depending on the investigated CUT. The impact of this transfer function on the measurement result could be compensated by initial identification of the NTC time constant and application of the reciprocal of the sensor’s transfer function to the measured temperature waveform. However, the additional effort that arises from the implementation of such a compensation procedure can be avoided by inserting minimum waiting times of at least \( 2\tau_{\text{NTC}} \) between the beginning of each measurement phase and the actual measurement,

\[
t_1 - t_{\text{on}} > 2\tau_{\text{NTC}} \quad \text{and} \quad t_2 - t_{\text{max}} > 2\tau_{\text{NTC}},
\]

which enables small deviations between the actual core losses and the estimated core losses, \( \Delta P_{\text{core,NTC}} \).

A detailed inspection of \( \Delta P_{\text{core,NTC}} \) reveals a strong non-linear dependence on \( \tau_{\text{NTC}} \), which renders the use of a linearized sensitivity unsuitable. Instead, \( \Delta P_{\text{core,NTC}} \) is directly derived based on the system’s differential equation and the resulting expression for the estimated core losses (18), cf. Sec. III-I,

\[
\Delta P_{\text{core,NTC}} = P_{\text{core}} - P_{\text{core,unc}}(t_1, \Delta t_1) \approx P_{\text{core}} \frac{\tau_{\text{leak}} - t_1 - \frac{\Delta t_1}{2} - \frac{\epsilon_{\text{meas}}}{\tau_{\text{NTC}}} \epsilon_{\text{th,NTC}}}{\tau_{\text{leak}} - \tau_{\text{NTC}}},
\]

using \( \epsilon_{\text{meas}} = \delta_{\text{ch,core}} = \delta_{\text{th,leak}} = 0 \) and a second-order Taylor approximation for \( e^{-t/\tau_{\text{leak}}} \). For the reference measurement and \( \tau_{\text{NTC}} \in [3s, 5.5s] \), \( \Delta P_{\text{core,NTC}} \leq |-1.8\text{mW}, 12.4\text{mW} | \) results with (13), which corresponds to relatively small deviations between −0.12% and 0.81%. It should be pointed out
Fig. 6. Temperatures of five PS104J2 NTC thermistors from Littelfuse [20], $T_{10k,1...5}$, measured using a custom analog/digital interface circuit and a reference measurement with an MC65F103AN NTC thermistor from Amphenol Advanced Sensors [29], $T_{10k,ref}$, using a 34410A digital multimeter from Keysight Technologies [30]. All sensors are thermally coupled and covered inside an enclosure in order to limit convection; the complete setup is located inside a laboratory oven and during the experiment the reference temperature changes from 37°C to 45°C. Due to the overlap of the temperatures of the five PS104J2 NTC thermistors, a magnified (>7.5) view is added.

that (13) remains approximately valid also in presence of further sources of uncertainties, since all other sources mainly have an impact on the slope of the time-domain characteristic of the core temperature, $T_{core}(t)$.

D. Temperature measurement accuracy, $\epsilon_{T_{meas}}$

A custom analog/digital 14-channel interface circuit is employed to process the resistance change of the NTC thermistor. Furthermore, the considered Savitzky-Golay filter reduces eventually present measurement noise. In order to assess the accuracy of this temperature measurement setup, an initial verification has been conducted with a reference temperature measurement. This is composed of a high-accuracy NTC thermistor, MC65F103AN from Amphenol Advanced Sensors [29], which provides an absolute accuracy of $\pm 0.05$ °C at 35°C < $T$ < 39°C and $\pm 0.075$ °C at 39°C < $T$ < 42°C, and the 34410A digital multimeter from Keysight Technologies [30], that provides a resistance reading accuracy, corresponding to an error of 1.1 mK. The result of this reference temperature measurement, $T_{10k,ref}$ (cf. Fig. 6), is compared simultaneously to the measurements obtained from five PS104J2 NTC thermistors that are connected to five channels of the interface circuit, $T_{10k,1...5}$. In Fig. 6. All six sensors are closely mounted together, inside an enclosure, and using thermally conductive paste, to achieve high thermal coupling and to limit convection. For the experiment a slow, controlled temperature step from 37°C to 45°C is conducted inside a laboratory oven (the oven requires a minimum temperature of $T_{amb} + 10^\circ$C, in order to properly stabilize the temperature).

The measurement results reveal different deviations for absolute temperature values and temperature differences. With regard to the absolute temperature, a maximum deviation of 0.22 °C is found between $T_{10k,ref}$ and $T_{10k,t}$, which could be further improved by additional calibration of the interface circuit. However, the absolute temperature is only needed to determine the values of the temperature-dependent variables $P_{core}$, $C_{th,core}$, and $R_{th,leak}$; for an uncertainty of less than 0.5 °C, its impact on the resulting total uncertainty is negligible (cf. $\eta_{P_{core}}$, $\eta_{C_{th,core}}$, and $\eta_{R_{th,leak}}$ listed in Tab. II). The investigated measurement method rather requires a high accuracy of the measured temperature difference, which, for $t_1 = 0$ and a duration of $\Delta t_1 = 2500s$, in Fig. 6, gives a maximum deviation of 8mK for the six temperature difference measurements, $T_{meas}(t_1 + \Delta t_1) - T_{meas}(t_1)$, i.e., the uncertainties arising from linearity errors of temperature measurement sensors and interface circuitry is very small. However, due to missing specifications with regard to temperature difference measurements, the authors decided to assign the specified accuracy of the PS104J2 NTC thermistor of $\pm 0.1$ °C to the measured temperature difference,

$$\Delta T_{meas,unc} = T_{meas}(t_1 + \Delta t_1) - T_{meas}(t_1) + \epsilon_{T_{meas}},$$  

$$\epsilon_{T_{meas}} = \pm 0.1^\circ$C,  

which allows for a conservative consideration of the corresponding uncertainty.

Accordingly, and with respect to (6), the relative uncertainty of the measured core losses decreases for increasing temperature differences and reaches values of less than 2% for temperatures differences greater than 5°C.

E. Clock accuracy, $\epsilon_{meas}$

The considered measurement setup employs a microcontroller that is operated with an oscillator, which features a frequency stability of $\pm 100$ ppm. Accordingly, and with respect to the values given in Tab. II, the uncertainty due to a time measurement error is of low value and low sensitivity and is neglected due to this reason.

F. Temperature dependencies ($\eta_{P_{core}}$, $\eta_{C_{th,core}}$, $\eta_{R_{th,leak}}$)

All three fundamental elements of the equivalent circuit in Fig. 2 (i.e., $P_{core}$, $C_{th,core}$, $R_{th,leak}$) are temperature and, hence, in the considered case time dependent. The temperature dependencies of $P_{core}$ and $C_{th,core}$ are properties of the core material, which are especially pronounced for ferrites, and the temperature dependency of $R_{th,leak}$ is due to the heat transfer mechanisms of convection and radiation. The value of $P_{core}$ displayed in Tab. II is determined based on the Relative core losses versus temperature plot of the material’s datasheet [31] at $f = 500$ kHz, $B_{pk} = 100$ mT, and for $T \in [25°C, 40°C]$. The value of $C_{th,core}$ is determined from the measured specific heat capacity of N49 depicted in Fig. 4 and the value of $R_{th,leak}$ is determined based on an evaluation of the temperature dependencies of the thermal leakage flux components due to convection and radiation, considering a horizontally mounted core and using the simplified expressions given in [32].

According to Tab. II, the expressions for computing the linear sensitivities of the measured core losses with respect to $\eta_{P_{core}}$, $\eta_{C_{th,core}}$, and $\eta_{R_{th,leak}}$ are inversely proportional to $C_{th,core}$, which further confirms that an accurate knowledge of $C_{th,core}$ is indispensable to achieve an accurate measurement result.
The sensitivity $\partial P_{\text{core,est}} / \partial \eta_{th,\text{leak}}$ is comparably small, since the leakage flux is relatively low during the short measurement time. Accordingly, $\eta_{th,\text{leak}}$ has a minor contribution to the uncertainty of $P_{\text{core}}$ and is omitted. Furthermore, also $\delta_{\text{th,core}}$ can be neglected, since $|\partial P_{\text{core}} / \partial \eta_{th,\text{core}}| > |\partial P_{\text{core,est}} / \partial \eta_{th,\text{core}}|$, and same absolute values of the sensitivities, $|\partial P_{\text{core,est}} / \partial \eta_{th,\text{core}}| = |\partial P_{\text{core}} / \partial \eta_{th,\text{core}}|$, apply. Accordingly, only $\eta_{\text{core}}$ is considered in the circuit's differential equation that is evaluated in Section III-I, which enables a compact and yet accurate solution.

G. Inhomogeneous flux density and temperature distribution

The distribution of the flux density across the core cross section has a general impact on the determined core losses. Conversion of the induced flux into flux density is conventionally done by division of the flux by the cross section of the employed core. However, cores (toroids) typically employed for the measurement of core losses cause flux density deviations between the inner and outer radius of 60% to 70%. This is attributed primarily to the varying magnetic lengths between the two radius and the current carrying conductors, according to the Biot-Savart law and/or the Ampere's law, and secondarily to the impact of the flux density on the relative permeability of ferrite materials. This deviation, raised to a typical power of $\beta \approx 2.5$, results in a ratio of the maximum and the minimum losses in radial core direction of more than 3. Therefore, it is advised to consider cores with slim profiles, in order to limit differences in flux density and corresponding loss densities.

Despite the inhomogeneous loss distribution in the CUT, thermal imaging reveals that the temperature gradient inside the core is negligible, cf. Fig. 7, due to the relatively high thermal conductivity of ferrite [$\lambda \approx 3.5 \text{W}/(\text{mK})$]. As a result, and similar to the electric measurement of the core losses, the investigated procedure does not measure the local loss density but rather the total core losses. Furthermore, $R_{\text{th,core}}$ in Fig. 2(a) can be omitted.

H. Impact of copper losses

Copper losses in the coil cause additional heating of the core and need to be limited, e.g., to a maximum of one tenth of the core losses, which is found to be easily achieved with proper choice of the CUT design parameters (e.g., core geometry, number of turns, type of conductor). In order to further minimize this effect, a thermally isolating interface tape ($\approx 0.3 \text{mm}$) can be placed between the coil and the core. The impact of the distance between coil and core on the flux distribution inside the core is negligible for core materials with high relative permeabilities, e.g., MnZn ferrite materials with $\mu_r > 1000$. It may become more critical for high frequency NiZn ferrite materials, whose relative permeabilities can be as low as 40. FEM simulations of the high-frequency inductors that are experimentally evaluated in Section V-C and which employ the NiZn ferrite material 67 of Fair-Rite, however, confirm that the effect of the winding current on the distribution of the flux density remains negligible.

I. Total uncertainty

The total uncertainty of the measured core losses is determined based on the differential equation of the circuit depicted in Fig. 2(b),

$$ C_{\text{unc}} \frac{dT_{\text{core}}}{dt} = P_{\text{core}}[1 + \eta_{\text{core}}(T_{\text{core}} - T_{\text{amb}})] - \frac{T_{\text{core}} - T_{\text{amb}}}{R_{\text{unc}}}, \quad (15) $$

$$ C_{\text{unc}} = C_{\text{th,core}}(1 + \delta_{\text{th,core}}), \quad R_{\text{unc}} = R_{\text{th,leak}}(1 + \delta_{\text{th,leak}}), \quad (16) $$

which, in accordance to Sections III-A, III-B, and III-F, takes the uncertainties $\delta_{\text{th,core}}$, $\delta_{\text{th,leak}}$, and $\eta_{\text{core}}$ into consideration. Furthermore, the measured temperature is subject to the transient response of the NTC sensor, i.e., for the assumption of $C_{\text{th,NTC}} \ll C_{\text{th,core}}$,

$$ T_{\text{meas}} = T_{\text{core}} - \frac{dT_{\text{meas}}}{dt} \tau_{\text{NTC}} \quad (17) $$

applies with (22) and (23), Appendix A. gives the corresponding solutions for $T_{\text{core}}(t)$ and $T_{\text{meas}}(t)$, respectively.

Finally, for the estimation of the core losses according to (6), also the temperature measurement uncertainty needs to be considered,

$$ P_{\text{core,unc}}(t_1, \Delta t_1) = \frac{T_{\text{meas}}(t_1 + \Delta t_1) - T_{\text{meas}}(t_1) \pm \epsilon_{\text{meas}}}{e^{\frac{t_1 + \Delta t_1}{\tau_{\text{NTC}}}} - e^{\frac{t_1 + \Delta t_1 - \Delta t_1}{\tau_{\text{NTC}}}}} R_{\text{th,leak}}, \quad (18) $$

leading to a relative total uncertainty of

$$ \text{unc}_{\text{meas},\%}(t_1, \Delta t_1) = 100\% \times \left| \frac{P_{\text{core,unc}}(t_1, \Delta t_1) - P_{\text{core}}}{P_{\text{core}}} \right|. \quad (19) $$

Fig. 8 presents a contour plot of the worst-case values of the total uncertainty, $\text{unc}_{\text{meas},\%}$, obtained for the reference experiment defined in Tab. I, as a function of $t_1$ and $\Delta t_1$ ($t_{\text{on}} = 0s$ is considered). The presented plot is computed with (19) and takes the ranges of $\delta_{\text{th,leak}}$, $\eta_{\text{core}}$, $\tau_{\text{NTC}}$, and...
$\epsilon_{\text{t meas}}$, listed in Tab. II, into account.\textsuperscript{3} For an optimal selection of $t_1$ and $\Delta t_1$, the total uncertainty of the measurement method is below 12%. In addition, the region around the optimal point is substantially flat and is found to occur approximately at

$$t_{1,\text{opt}} \approx 2\tau_{\text{NTC}}, \quad \Delta t_{1,\text{opt}} \approx \min \left( \frac{C_{\text{th,core}}}{P_{\text{core}}} \sqrt{\frac{2\epsilon_{\text{t meas}}}{\eta_{\text{P core}}}}, \Delta t_{1,\max} \right),$$

(20)

which is detailed in Appendix B, and applies if $\epsilon_{\text{t meas}}$ and $\eta_{\text{P core}}$ are dominating sources of uncertainties (the value of $\Delta t_{1,\text{opt}}$ is limited to $\Delta t_{1,\max} \approx 250s$ in order to prevent unreasonably long measurement times in case of low losses).

Due to the many uncertainty variables that have an influence on $\sigma_{\text{meas},\%}$, it is unlikely for the worst case to happen. In a more realistic approach, a Gaussian distribution of each uncertainty is considered such that 95% of the samples lie within the uncertainty values of Tab. II. Based on a Monte Carlo simulation approach according to [33], featuring 5000 individual simulations, the probability density function of the total uncertainty presented in Fig. 9 is obtained for the settings of the reference experiment and optimal timing values of $t_1$ and $\Delta t_1$, derived similar to Fig. 8. It is found that an approximately Gaussian distribution results for $\sigma_{\text{meas},\%}$, which is due to the fact that the total uncertainty is approximately proportional to the values of the individual uncertainty variables (except for $\tau_{\text{NTC}}$ and $\delta_R_{\text{leak}}$). The negative mean value of $\mu = -4.3\%$ results mainly due to the negative temperature coefficient of the core losses ($\mu$ of approximately zero would result if the measured core losses were referred to a core temperature of $T_{\text{meas}}(t_1 + \Delta t_1/2)$); for a confidence interval of 95%, $\mu \pm 2\sigma$, the total uncertainty is between $-7.4\%$ and $-1.1\%$.

The CUT defined in Tab. I has been examined with regard to different levels of core losses, ranging from 20 mW to 20 W, in order to determine the range of core losses that lead to a worst-case value of $\sigma_{\text{meas},\%} < 20\%$ (cf. Fig. 10). Core-loss dependent optimal timing parameters, $t_{1,\text{opt}}(P_{\text{core}})$ and $\Delta t_{1,\text{opt}}(P_{\text{core}})$, have been used in this plot to enable a meaningful assessment of the achievable total uncertainty. According to the results, the method is valid from 40 mW up to 8 W, which corresponds to a value of 200 for the ratio of maximum to minimum core losses.

In case of low losses, the core temperature increases slowly and, due to the limitation of $\Delta t_{1,\text{opt}}$ to $\Delta t_{1,\max}$, according to (20), a reduced temperature difference is measured. As a consequence, the corresponding increase of the uncertainty is mainly related to the temperature measurement error, $\epsilon_{\text{t meas}}$. In addition, $\Delta t_{1,\text{opt}}$ approaching $t_{\text{leak}}$, also the impact of $\delta_{R_{\text{leak}}}$, i.e., the uncertainty of $R_{\text{leak}}$, on the total uncertainty becomes more relevant.

In case of high losses, the core temperature increases quickly. Accordingly, the increase of the total uncertainty is mainly due to the increased uncertainties arising from the temperature dependency of the core losses, $\eta_{\text{P core}}$, and the time constant of the NTC temperature sensor, $\tau_{\text{NTC}}$. The two uncertainties are contradictory to each other, since the first one requires small values of $t_1$ and $\Delta t_1$, in order to limit the temperature increase, and the second one needs $t_1 > 2\tau_{\text{NTC}}$ in order to overcome the delay error introduced by the transfer function of the NTC.

The extreme cases of core losses close to 40 mW or 8 W correspond to operating points of limited interest, i.e., insignificant introduced heat in case of low losses, which is not of practical relevance, and potential thermal runaway in case of high losses. Nevertheless, these values confine the absolute measurement limits of the specific core. Measurements of higher or lower absolute core losses are feasible for larger or smaller cores, due to the increased or decreased values of the thermal capacitance, $C_{\text{th,core}}$.

IV. FEM SIMULATION

Section II-B details an equivalent circuit that correctly reproduces the measurement results. However, the physical validity of the circuit has not been investigated, e.g., other circuits could give similar waveforms, too. In addition, certain parameters, e.g., $R_{\text{th,core}}$, depend on 3D phenomena related to the field pattern. For both these reasons, a 3D FEM simulation (COMSOL Multiphysics software [34]) of the core losses and the temperature distribution of the experimental setup is realized and the results are presented in this Section.

The model is solved in a two-step process, starting from a frequency domain Magnetic Field (MF) problem, followed by a Heat Transfer (HT) problem in the time-domain. Critical dependencies, i.e., core-loss density with respect to magnetic flux and temperature, specific heat capacity with respect to temperature, and the dependencies of different cooling mechanisms (convection and radiation) on temperature are taken into consideration. On the contrary, dependencies of less impact, e.g., temperature dependency of the core permeability and hence of the magnetic field pattern, are excluded (cf. Fig. 11). Solving both, MF and HT, problems in the time domain would lead to unrealistic computation times, due to the substantially different time constants of the two problems, i.e., microseconds for the MF problem and seconds for the HT problem. The implemented model corresponds to the experiment specified in Tab. I and considers the waveforms of Fig. 3, i.e., it features a toroidal core (R22.1/13.7/7.9) made of N49 MnZn ferrite material with 10 turns of high-frequency litz wire ($180 \times 71 \mu m$) that is subject to a sinusoidal flux with a frequency of 500 kHz and an average flux density of 100 mT. The loss data for the simulations are taken from the Magnetic Design Tool of EPCOS-TDK [35] and for the convection mechanism, natural convection is considered. The specific heat capacity data is taken from the DSC measurement of Fig. 4.

\textsuperscript{3}The implemented computation takes $2^5 = 32$ combinations of uncertainty values into account. Each of these values is selected such that, in case of a standalone consideration, minimum (most negative) or maximum (most positive) contribution to the total uncertainty results. With regard to $\delta_{C_{\text{th,core}}}^\pm$, $\delta_{R_{\text{leak}}}^\pm$, $\eta_{\text{P core}}$, and $\epsilon_{\text{t meas}}$, this is achieved by using the minimum and maximum boundary values of these four uncertainties. In case of $\tau_{\text{NTC}}$, the minimum and maximum uncertainties need to be obtained numerically from (13) for each combination of $t_1$ and $\Delta t_1$, due to the nonlinear characteristic of (13).
The resulting temperature progression over time, shown in Fig. 12(a), is in good agreement with the core temperature behavior of the simulated circuit, \( T_{\text{core, sim}} \), of Fig. 3. Fig. 12(b) depicts the change of the core losses over time and reveals the high ratio of core to copper losses. Finally, Fig. 12(c) presents the energy distribution of the losses generated in the core and the coil, \( E_{\text{losses, core}} \) and \( E_{\text{losses, coil}} \), the thermal energy stored in the core, \( E_{\text{stored, core}} \), and the thermal energy transferred to the ambient, \( E_{\text{stored, other}} \). During the heating phase, most of the energy stays inside the core and during the cooling phase the energy is slowly passed to the ambient. However, even during the heating phase, a substantial amount of energy is leaking to the ambient, which confirms that the estimation of the core losses needs to take \( R_{\text{th, leak}} \) into account.

Fig. 13 presents important values of the simulated component for the time instant of \( t_{\text{off}} \), cf. Fig. 12. As discussed in Section III-G, Fig. 13(a) and (b) reveal a gradient of the flux density in radial direction and an even more substantial...
gradient of the core loss density, due to the raise to the power of β, with a ratio of maximum to minimum loss density of 3.8 [cf. Fig. 13(b)]. However, the impact on the core temperature gradient is negligible \( |T_{\text{core, max}}(t_{\text{off}}) - T_{\text{core, min}}(t_{\text{off}})| < 0.3 \degree C \), cf. Fig. 13(c)), which further confirms the assumption of \( R_{\text{th, core}} \approx 0 \). Accordingly, the stored thermal energy features a nearly homogeneous distribution, since the change in the specific heat capacity of N49 is negligible for \( \Delta T_{\text{core}} \) of 0.3°C [cf. Fig. 13(d)].

A comparison between the core losses estimated with (5), (6), and (20), using \( C_{\text{th, core}} \) at \( T_{\text{core}} = T_{\text{amb}} \) and the instantaneous losses at \( t_{\text{off}} \), results in a deviation of 9%. Nevertheless, the comparison between the same calculation, using \( C_{\text{th, core}} \) at \( T_{\text{core}} = T_{\text{mid}} \) (cf. Fig. 12) and the instantaneous losses at \( t_{\text{mid}} \), results in a deviation of only 2%. With this, the FEM simulation results confirm the validity of both, the equivalent circuit and the uncertainty analysis. Finally, comparison between the extraction of losses using the temperature waveform measured on the inner, middle, and outer circumference of the toroid) in order to monitor the homogeneity of the temperature distribution. The type of excitation is independent of the core-loss measurement method, hence, any flux waveform can be applied to the CUT and also an additional winding for DC premagnetization can be employed.

After a change in the experimental setup (e.g., reference temperature update, different core size) and during the first experiment, both the heating and the cooling phase are required for the extraction of \( P_{\text{core}} \) and \( R_{\text{th, leak}} \) according to (6) and (5), respectively. For subsequently acquired measurement points, it is sufficient to record only the heating phase, since \( R_{\text{th, leak}} \) remains constant.

3) Post-processing: In a first step, a Savitzky-Golay filter is applied to the measured temperature, in order to decrease the measurement noise without distorting the required information, as shown in Fig. 14(a). The extraction of \( P_{\text{loss}} \) is based on (6) and employs the timing parameters defined with (20). Under the valid assumption of \( T_{\text{NTC}} \ll t_{\text{leak}} \), the increase of the temperature difference \( T_{\text{meas}}(t) - T_{\text{amb}} \) can be considered a low-pass filtered response of a ramp function. Hence, the intersection of the asymptote that results after convergence of \( T_{\text{meas}}(t) - T_{\text{amb}} \) with the time axis yields an estimate for \( t_{\text{NTC}} \) (assuming that \( t_{\text{on}} = 0 \)) as explained with Fig. 2.47(b) in [37]. The estimation of \( R_{\text{th, leak}} \) uses (5), \( t_2 = t_{\text{max}} + 2t_{\text{NTC}} \), and a measurement duration, \( \Delta t_2 \), that
corresponds approximately to $|\Delta T_2| \geq 30|\epsilon_{t_{\text{meas}}}| = 3^\circ \text{C}$ to achieve sufficient accuracy of $R_{\text{th,leak}}$. Analysis similar to Fig. 8 for the extraction of $t_{2,\text{opt}}$ and $\Delta t_{2,\text{opt}}$ is possible.

**B. Measurement results for MnZn ferrite cores**

Fig. 14 depicts measured temperatures and core losses for ferrite N87 and N49 (EPCOS-TDK) that have been obtained with a setup according to Fig. 1. The two CUTs are R41.8/26.2/12.5 (N87) and R22.1/13.7/7.9 (N49) toroidal cores, having excitation coils with 15 and 10 turns, respectively, which are made of high-frequency litz wire ($180 \times 71 \mu\text{m}$). Moreover, the temperature is measured according to Section III-C, by averaging of the temperatures measured by two sensors glued on the inner and outer circumference, respectively. In order to verify the accuracy of the measurement, electrical measurements are conducted as an alternative to the proposed method, employing capacitive compensation of the inductive behavior as described in [5] and shown in Fig. 15. For this concept, in addition to the capacitive compensation, a sense winding directly connected to a high input impedance voltage probe is used, to exclude the influence of the copper losses in $R_{\text{coil}}$. Finally, a high accuracy measurement of the circuit current, $i_{\text{meas}}$, allows for calculation of the core losses of the CUT using

$$P_{\text{CUT}} = i_{\text{meas, rms}} V_{\text{meas, rms}}.$$  \hfill (21)

For each measured point an error analysis has been conducted for both methods in order to verify the accuracies of the measurements.

The average absolute deviation between the two methods for all measurements is less than 5.0 % and the maximum absolute deviation is below 13.0 %, both of which confirm the validity of the method. More interestingly, the proposed method is successfully applied to a wide range of losses between 45 mW to 4.5 W. Finally, it can be observed that with increasing frequency the uncertainty range of the electrical measurements, even for the case of capacitive compensation of the reactive power, starts exceeding the one of the proposed method, mainly due to the error introduced by the measurement equipment. This confirms the significance of the transient calorimetric method especially for measurements of NiZn in the MHz range.

**C. Measurement results for NiZn ferrite cores**

For the measurement of NiZn ferrite cores, the core R21/13/6.4 with material 67 (Fair-Rite, manufacturer no: 5967000601) has been used. Due to its thin profile, a single NTC sensor glued on the middle circumference is used. The measurement circuit employed is depicted in Fig. 16. The input signal, which is generated with the waveStation 2052 signal generator from Teledyne LeCroy [39], is amplified with the AR 150A100D RF power amplifier [40]. A custom made impedance matching transformer, realized with a R32/19/9.5 toroidal core with material 67 (Fair-Rite, manufacturer no: 5967001701) and a turns ratio of 12:3 is used in order to increase the load impedance on the primary side (i.e., RF amplifier side) and provide galvanic isolation between the amplifier and the core loss measurement circuit. For each considered CUT, resonance matching capacitors of type MC from Cornell Dubilier Electronics [41] with mica dielectric are used. The specific capacitors are suitable for RF applications in the MHz range. The proposed circuit is required to achieve sufficient impedance matching for the amplifier and, with this, stable operation, and is not relevant for the proposed transient calorimetric measurement method. Hence, provided that the required voltage, $V_{\text{CUT}}$, is applied to the CUT, operation directly at the resonant frequency is not required. Finally, a sensing winding is used to monitor the flux in the core, since the low relative permeability of the 67, $\mu_r \approx 40$, leads to low coupling (cf. Section V-A1).

For the acquisition of the loss-data of Fair-Rite 67 NiZn material, the same core has been used during the complete measurement procedure. However, depending on the measured frequency range, the number of turns has been adapted in order to limit the required RMS voltage to values of less than 120V. Voltage measurement in this frequency range, i.e., 5MHz to 50MHz, requires a careful selection of the equipment. In case of the discussed experiments, the PHV 1000-RO passive probe (by PMK) has been used, since the selected probe can measure two to three times higher voltages at 50 MHz than other state-of-the-art high frequency passive probes, i.e., up to 150V RMS. However, it has a parasitic input capacitance of 8 pF, which at this frequency range leads to non-negligible currents through the probe and also affects the resonance frequency of the circuit. Nevertheless, in case of the proposed method, this impact

![Fig. 13. FEM simulation results of a toroidal ferrite core (R22.1/13/7/7.9, N49) with 10 turns (high frequency litz wire, 180 × 71 μm), for the specifications of the experiment of Fig. 3 Tab. I, i.e., 500kHz/100mT and average core losses equal to 1.54W. The depicted result corresponds to the instant $t = t_{\text{off}}$. Distributions of: (a) flux density, (b) loss density, (c) temperature difference, (d) density of the stored thermal energy (as compared to the ambient condition).](image)
In order to ensure flat response of the probe at the complete frequency range, compensation of the probe individually for each measured frequency is of minor relevance. In order to confirm that the material was not over-stressed by accident and hence preserves its initial properties and the measurements are valid.

In Fig. 17 the measured impedances of the CUT for different number of turns are depicted. The abrupt change of the cores’ behavior at 60 MHz is in consistence with the real and imaginary relative permeability values of the material’s datasheet [36]. According to this result, core loss measurements up to 50 MHz are clearly feasible, since no resonance issues exist and at 50 MHz the phase angle is still greater than 89.3°.

Fair-Rite 67 NiZn is a permianvar material, i.e., in case high enough magnetic field or strong enough mechanical shock is applied to the core, it will change its magnetic properties in an irreversible way [42]. Therefore, when measuring such material, it is advised to repeat the initial measurements, i.e., impedance measurement and/or first loss-measurement points, after all the points of interest have been measured, in order to confirm that the material was not over-stressed by accident and hence preserves its initial properties and the measurements are valid.

The complete measured loss-map of the material at 25°C is shown in Fig. 18. According to the results, the maximum frequency for practical use is 20 MHz, since above this frequency the value of \( \alpha \) (Steinmetz equation) increases abruptly. This is consistent with the small signal imaginary
part of the permeability shown in the material's data sheet [36]. Steinmetz parameters of \( k = 1.36 \times 10^{-10} \), \( \alpha = 1.4 \), and \( \beta = 2.4 \) provide a good approximation of the measured losses in the frequency range between 5 MHz and 20 MHz, with a maximum and average error of 17% and 4.5%, respectively. Above 20 MHz, different Steinmetz parameters are required due to the increase of \( \alpha \).

Due to the nature of the proposed method, the measurement uncertainty is independent of the type of excitation, e.g., the worst-case uncertainty for the challenging measurements at 50 MHz is below 15%. Overall, the measurements of Fig. 18 feature a maximum and an average worst-case uncertainty of 19.8% and 13.3%, respectively.

VI. CONCLUSION

This paper presents a transient calorimetric method for measuring the losses of ferrite cores independent of the type of excitation, with or without premagnetization. The method relies upon the correlation between the measured rate of rise of the core temperature over time, the core's thermal capacitance and the introduced losses. Accurately measured specific heat capacities of four commonly used ferrite core materials, using a Differential Scanning Calorimeter (DSC), are provided. The main sources of inaccuracy are analyzed and, with this, the total measurement uncertainty is evaluated. The analytical findings are supported based on a proposed thermal equivalent circuit, FEM simulations, and thermal imaging using a high resolution IR camera. In addition, a step-by-step description of the workflow for conducting the experiments is given.

The method is initially applied to commonly used N87 and N49 MnZn ferrite materials of EPCOS-TDK, and the results of thermal measurement are verified by electrical measurements. For all measurements, the deviations between the measured and the reference values are below 13%, which is within the typical tolerance of cores produced in different batches and also within the commonly accepted accuracy for the execution of a complete component optimization. Finally, the method is applied to the 67 NiZn material of Fair-Rite for frequencies up to 50 MHz. With total measurement uncertainties of less than 20%, the transient calorimetric method demonstrates its great strength compared to electrical methods, which would be very difficult to realize at these high frequencies. Based on the acquired loss-map, Steinmetz parameters are provided that accurately describe the material up to 20 MHz.
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APPENDIX

In the Appendix, the resulting expressions of the derivation of the total uncertainty equation employed in Section III-1 are provided.

A. Derivation of total uncertainty

The solution of the differential equation (15) is:

\[
T_{\text{core}}(t) = -\frac{T_{\text{amb}}}{P_{\text{core}}\eta_{\text{core}}R_{\text{unc}} - 1} + \frac{P_{\text{core}}R_{\text{unc}}e^{\frac{t}{\tau_{\text{NTC}}}}}{P_{\text{core}}\eta_{\text{core}}R_{\text{unc}} - 1} + \frac{\eta_{\text{core}}T_{\text{amb}} - 1}{P_{\text{core}}\eta_{\text{core}}R_{\text{unc}} - 1}.
\]

Solution of the differential equation (17), taking solution (22) into account (cf. Tab. II):

\[
T_{\text{meas}}(t) = e^{-\frac{t}{\tau_{\text{NTC}}}} \left\{ \left[ C_{\text{unc}}R_{\text{unc}} + (P_{\text{core}}\eta_{\text{core}}R_{\text{unc}} - 1)\tau_{\text{NTC}} \right] e^{\frac{t}{\tau_{\text{NTC}}}} + C_{\text{unc}}R_{\text{unc}} \eta_{\text{core}} \right\}.
\]

B. Derivation of optimal measurement times

It is found that nearly minimum total uncertainty can be achieved with

\[
t_{1,\text{opt}} \approx 2\tau_{\text{NTC}},
\]

which mainly mitigates the uncertainty that arises from the time constant of the NTC. With regard to the measurement duration, \( \Delta t_1 \), the evaluation of all sensitivities listed in Tab. II, based on the values given in Tab. I, reveals that \( \epsilon_{T_{\text{meas}}} \) and \( \eta_{P_{\text{core}}} \) are dominating sources of time-dependent uncertainties.\(^3\) Summation of these two uncertainties and minimization with respect to \( \Delta t_1 \) provides an approximation of \( \Delta t_{1,\text{opt}} \),

\[
\text{unc}_{\Delta t_1}(\Delta t_1) \approx \left| \eta_{P_{\text{core}}} \right| \frac{P_{\text{core}}^2(\Delta t_1 + 2(t_1 - t_{\text{amb}}))}{2C_{\text{th,core}}} + \epsilon_{T_{\text{meas}}} \frac{C_{\text{th,core}}}{\Delta t_1}.
\]

\[
\frac{\partial\text{unc}_{\Delta t_1}(\Delta t_{1,\text{opt}})}{\partial \Delta t_{1,\text{opt}}} = 0 \Rightarrow \Delta t_{1,\text{opt}} = \frac{C_{\text{th,core}}}{P_{\text{core}}} \sqrt{\frac{2\epsilon_{T_{\text{meas}}}}{\eta_{P_{\text{core}}}}}.
\]
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Fig. 18. Measured loss density of Fair-Rite 67 at 25°C (a) with respect to magnetic flux and (b) with respect to frequency. The losses are measured using a R 21/13/6.4 (manufacturer no: 5967000601) magnetic core. The fitted Steinmetz parameters, $k = 1.36 \times 10^{-10}$, $\alpha = 1.4$, and $\beta = 2.4$, result in a maximum and an average error of 17% and 4.3%, respectively, and are valid for frequencies up to 20 MHz. Above this frequency, different Steinmetz parameters are required due to the increase in $\alpha$. The measurements feature a maximum and an average worst-case measurement uncertainty of 19.8% and 13.3%, respectively.

Fig. 19. Comparison of the results obtained with a numerically expensive grid-search approach and the presented simplification, for the optimal selection of $t_1$ (24) and $\Delta t_1$ (26) (cf. Fig. 3), which is required for the estimation of the measured core losses using (6). For the complete range of losses $t_1, \Delta t_1$ stays within $t_{NTC}$ and $3t_{NTC}$, hence confirming (20). The maximum deviation of the measurement uncertainty between the two approaches is below 14%.

Fig. 19 presents a comparison between $t_{1,\text{opt}}$ and $\Delta t_{1,\text{opt}}$ determined with a grid-search and the simplified expressions, for the range of losses considered in Fig. 10. The result for the achieved measurement uncertainty reveals an average deviation of less than 14%. However, long measurement durations at low losses cause a violation of the initial assumption that $\Delta t_1 \ll \tau_{\text{leak}}$ applies. Accordingly, the results for accurate and simplified values of $\Delta t_{1,\text{opt}}$ differ substantially at low losses. Still, the impact on the total error is low, since the resulting uncertainty maps are highly flat at these loss-levels.

If the uncertainty due to $\eta_{\text{Base}}$ is excessively greater than the uncertainty arising from $\epsilon_{\text{Tmax}}$ at the tested operating point, it is found that the corresponding loss density is very high.
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