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Abstract—This paper presents a novel virtual prototyping routine for power electronic converter systems. The approach facilitates a comprehensive and systematic benchmarking of different converter concepts based on a multiobjective optimization regarding the efficiency, power density, and costs. The underlying modeling framework is based on detailed and experimentally verified models. In particular, novel cost data as well as unpublished switching loss and core loss measurements are incorporated. The proposed virtual prototyping routine is employed to carry out a comparative study of the potential of Si and SiC semiconductors in a 10-kW residential three-phase photovoltaic inverter application. For this purpose, a state-of-the-art hard-switched three-level Si insulated-gate bipolar transistor (IGBT) system is compared to a hard-switched and to a soft-switched two-level SiC MOSFET system. The candidate systems for each concept are selected among the \( \eta \cdot \rho \cdot \sigma \) Pareto-optimized designs based on the life cycle costs. The hard-switched two-level SiC candidate system is found to be the most attractive solution featuring the lowest life cycle costs. When compared to the Si-based candidate system, not only a better power density and efficiency result. At the same time, besides the lower life cycle costs (\(-22\%\)), lower component costs (\(-5\%\)) can also be attained. The attractiveness of the found SiC solution is underlined by the simple control and the lowest component count among all concepts.

Index Terms—Costs, dc–ac power conversion, life cycle costing, optimization methods, photovoltaic (PV) power systems, software prototyping.

I. INTRODUCTION

In the course of a rapidly emerging market during the 1990s and 2000s, photovoltaic (PV) converter systems saw an unprecedented increase of the conversion efficiency from below 90% to above 98% [1]–[4]. After several downturns of the global economy and a slower growth of the market in recent years, cost reduction has now become the dominant driver for the global economy and a slower growth of the market in recent years, cost reduction has now become the dominant driver for the global economy and a slower growth of the market in recent years, cost reduction has now become the dominant driver for the global economy and a slower growth of the market in recent years, cost reduction has now become the dominant driver for the global economy and a slower growth of the market in recent years, cost reduction has now become the dominant driver for the
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and most notably toward lower costs. Although the advantages of SiC over standard Si-based devices have unanimously been found to be the significantly decreased switching and conduction losses, divergent opinions exist on how to exploit these best. For typical residential grid-tied three-phase applications as depicted in Fig. 1, the authors of [3] and [7] propose to substitute the Si transistors of given converter systems by SiC without modifying the switching frequency and power density. It is argued that the improved efficiency allows for a higher operational revenue as a result of the increased grid feed-in. In contrast, the authors of [6], [8], and [9] mainly strive for increased power densities by means of higher switching frequencies facilitated by SiC. This strategy aims at lowering the overall component and system deployment costs. A mixed strategy of simultaneously increasing the power density and efficiency was pursued for the converter systems in [4] and [10]. Finally, the authors of [6], [9], and [11]–[13] point out that contrary to Si, the availability of SiC renders alternative topologies and modulation schemes attractive which offers further opportunities to lower the system costs in PV.

This paper makes three main contributions to the discussion outlined above.

• Detailed quantitative cost analysis: A large majority of the above cited papers [3], [4], [6]–[11], [13] discuss the cost-saving potential of SiC with qualitative considerations and/or relative cost data. Only paper [12] provides selected absolute component cost data, whereas [14] (single-phase systems) restricts itself to stating the overall system costs.

Fig. 1. Typical residential three-phase PV converter system

![Typical Residential Three-Phase PV Converter System](image-url)
In contrast, a main objective of this paper is the presentation of a detailed quantitative rather than qualitative cost analysis. Both the component hardware costs and the system life cycle costs (LCC) are calculated in a comprehensive way. Cost models for each component are proposed, where numerical values for the parameters, i.e., the cost data, are provided in detail.

- **Systematic multiobjective optimization:** The consideration of mere costs results in an incomplete picture, as other performance measures such as the efficiency or the power density are usually important as well. Moreover, a less significant comparison of Si versus SiC is attained if nonoptimized and incomplete systems (e.g., no electromagnetic interference (EMI) filter) are considered. The study in this paper is based on the Si and SiC converter topologies of Fig. 2, which include the EMI filters of Fig. 3. The performance comparison between the systems is exclusively based on designs that are obtained from a systematic and comprehensive multiobjective optimization regarding the efficiency, power density, and costs. This approach is in stark contrast to the previously cited literature in which largely systems without obvious optimization are compared. Exceptions are [13] and [14], in which, however, only a single performance measure is optimized. Eventually, [7]–[9] do not mention the consideration of an EMI filter.

- **Novel virtual prototyping routine:** In order to conduct the above-described comparative analysis of the potential of Si and SiC in PV, a novel virtual prototyping routine is proposed in this paper. It enables the systematic multiobjective optimization of entire converter systems involving a large number of design variables. The underlying modeling framework is based on comprehensive experimentally verified multiphysics and quantitative cost models, where partially unpublished model parameters are employed.

This paper is organized as follows. Sections II and III present the novel virtual prototyping routine and its models, which form the key element of this comparative study. Section IV reverts to the main topic of this paper and discusses the selection of the investigated Si- and SiC-based converter topologies, their modulation schemes, and components. In Section V, the multiobjective optimization of the selected topologies is performed using the proposed virtual prototyping routine. The obtained results are summarized and discussed. Finally, Section VI conducts the LCC analysis and determines the optimal candidate system for the application in Fig. 1.

II. NOVEL VIRTUAL PROTOTYPING ROUTINE

This section presents the proposed novel virtual prototyping routine as employed in this paper. The first two parts of this section focus on its methodology and implementation, whereas the last part highlights the novelties and differences to existing approaches.
A. Methodology

The design of a power electronic converter system entails the specification of a vast number of different design variables. Typical variables may include the topology, the modulation scheme, the component values (e.g., inductance values), materials, and geometries. The possible combinations of design variable values form the set of available converter designs, which is referred to here as the design space. Usually, the converter design goal is the identification of those designs in the design space that achieve the highest performance while complying with the specifications and constraints. For this purpose, a systematic multiobjective optimization-based virtual prototyping routine is proposed here. The routine is conceptually visualized in Fig. 4. The core of the routine is formed by a large number of mathematical system-level and component models that describe the converter behavior and the component characteristics, respectively, and thus enable the calculation of the performance of each design in the design space. In this paper, the converter performance is defined by the triplet of the weighted efficiency $\eta_{\text{euro}}$, the power density $\rho_{\text{box}}$, and the specific component costs $\sigma_P$. Combining the models with a suitable multiobjective search algorithm then allows us to identify the Pareto front, i.e., the set of designs that offer the best possible tradeoffs between $\eta_{\text{euro}}$, $\rho_{\text{box}}$, and $\sigma_P$. The resulting Pareto front usually comprises a large number of system designs which all represent a compromise between the chosen performance measures. In order to arrive at a single candidate system, it is, therefore, proposed to assign each of the Pareto front a single key figure as a function of its performance, $C : (\eta_{\text{euro}}, \rho_{\text{box}}, \sigma_P) \rightarrow \mathbb{R}$. Here, the mission cost function $C$ may represent the (arbitrary) preferences of the design engineer. The candidate design is then found in a straightforward manner by selecting the system that achieves the best key figure value (cf., Fig. 4). In this paper, a mission cost function estimating the LCC depending on the efficiency $\eta_{\text{euro}}$ and the component costs $\Sigma_{\text{tot}} = \sigma_P \cdot P_{\text{tot}}$ is proposed. The advantage of this multiobjective two-step optimization approach in contrast to a conventional single-objective approach is twofold: on the one hand, the Pareto front is obtained, which provides valuable insight of the design tradeoffs. On the other hand, the design engineer’s preferences of how to select the candidate system, i.e., the mission cost function $C$, can be easily modified without reexecuting the time-consuming optimization step.

This section proceeds with a more in-depth description of the optimization routine, whereas the calculation of the LCC is detailed in Section VI.

B. Optimization Scheme

The multiobjective optimization scheme, i.e., the mapping of the design into the performance space and the search of the Pareto front (cf., Fig. 4) can be represented by the flowchart in Fig. 5. The required inputs are the design variables, constraints (cf., Section V), system specifications (cf., Table I), and the component and material database (cf., Section IV). The output is the set of Pareto-optimal system designs $D_{\text{PV}}$.

1) Problem Simplification: The proposed optimization routine distinguishes the following two distinct categories of design variables:

i) Global design variables $\bar{N}_{\text{glob}}$, which influence the waveforms, that is, the converter topology, the modulation scheme, as well as inductance and capacitance values.

ii) Groups of component-related local variables featuring no impact on the waveforms. That is:
   - the semiconductor and cooling system design variables $\bar{N}_{\text{SC}}$ (type of semiconductors, sink dimensions, # and type of fans);
   - the dimensions and materials $\bar{N}_L$ of each magnetic component (e.g., # and type of cores, # of turns, turn and strand diameter);
   - the implementation $\bar{N}_C$ (# and type) of each capacitor.

This distinction of the design variables enables an optimization approach as shown in Fig. 5. Here, the category i) variables are iterated in an outer system-level loop, where for each iteration, a new set of converter waveforms is calculated. Note that the EMI filter component values are not iterated as independent variables but chosen as dependent parameters by means of the filter design routine (cf., Section III). Based on the calculated waveforms, the components are independently designed in the respective inner component-level loops that...
iterate the corresponding category ii) variables. The main advantage of this conceptual approach is the dramatic reduction of the optimization complexity: instead of iterating all design variables in a single loop, a significant part of the problem, i.e., the specification of all component-related design variables, can be split into independent subproblems. The main drawback of this approach is the required assumption of ideal, i.e., lossless components without stray capacitances/inductances in the waveform synthesis as well as the neglect of parasitic electromagnetic and thermal coupling effects between the components. The resulting loss of accuracy is, however, tolerable as the efficiencies of PV converter systems are generally high, whereas the system layout normally aims at low parasitics.

2) Search Algorithm: The search algorithm is partly defined by the introduced loop architecture. For each iteration \( j \) of the outer system-level loop, the components are individually optimized. This is achieved by first executing the respective multiphysics models (e.g., the loss model; cf., Fig. 5) for a given design option. If the particular design \( \Pi_{X,k} \), \( X \in \{SC, L, C\} \) complies with the (user-defined) constraints (e.g., the maximum flux density \( B_{\text{max}} \)), it is stored and otherwise discarded. After the iteration over all \( k_{\text{tot}} \) design options, a Pareto analysis is performed, where only the \( \eta_{\text{euro}}/\rho_{\text{box}}/\sigma_{P} \) Pareto-optimal options \( D_{P}^{j} \) are kept since nonoptimal components will never be part of an optimal overall system. In a next step, the locally (i.e., within the iteration \( j \) of the outer loop) Pareto-optimal system designs \( D_{P}^{j} \) as combinations of the components \( D_{P}^{j} \) are identified and stored. Finally, after the iteration of all \( j_{\text{tot}} \) system variable options \( \Pi_{\text{glo},j} \), the globally Pareto-optimal designs \( D_{P}^{j} \), i.e., the Pareto front is identified among the union set of locally optimal designs \( \bigcup_{j} D_{P}^{j} \). Note that the main benefit of the described multistep Pareto search compared to a single overall search at the end of the routine is the tremendously reduced computation time.

In contrast to a mere brute-force search, the proposed search algorithm is intelligent. It incorporates a range of additional heuristics that enable a reduction of the number of designs to be analyzed while finding the global optima is still guaranteed. This is attained by exploiting physical relationships and insight of the employed models. Two examples are given below.

- **Cooling system design:** Beyond a certain length of the heat sink (otherwise unchanged geometries and fixed fan), no further reduction of the thermal resistance can be expected due to the increasing pressure drop [15]. If this critical length is found during the optimization, longer heat sink designs can be safely ignored as they will not result in Pareto-optimal designs.
- **Magnetics design:** If a core with a given magnetic cross section cannot satisfy the maximum flux density constraint \( B_{\text{max}} \), cores with an even lower cross section will not result in a valid solution either and can thus be ignored (assumed are a fixed inductance and a maximum permissible air gap length) [16].

3) Software Implementation: The presented virtual prototyping routine is largely implemented in MATLAB. The code encompasses approximately 15 000 lines, of which 60 % is dedicated to the magnetics design. MATLAB was chosen mainly because of its broad diversity of in-built numerical methods and powerful options of organizing and handling complex data structures. Several strategies are pursued to further increase the execution speed:

- **parallel computing and computationally inexpensive code is employed whenever applicable:**
- **embedded C code which can be up to a factor of 1000 faster than MATLAB code is used for simple and
repetitive tasks, e.g., the identification of the Pareto-optimal components and designs;

- contrary to the simplified illustration in Fig. 5, a particular component design $\tilde{H}_k$ can often be prematurely discarded without executing all models. For example, in the magnetics design routine, the satisfaction of the maximum flux density constraint $B_{\text{max}}$ only requires the execution of the reluctance model and can thus be checked at an early stage.

C. Comparison to Existing Approaches

Using multiobjective optimization in virtual prototyping of power electronics converter systems is a relatively young research field. The theoretical concept was first proposed in [17] in 2010, whereas practical implementations can be found in [18]–[30]. The proposed virtual prototyping routine in this work differs to each of these contributions regarding at least one of the following aspects.

1) Performance Measures: The large majority of contributions considers two performance measures. [29]–[31] are the only exceptions considering three objectives as in this work.

2) Modeling Detail: The virtual prototyping routine of this paper employs a highly detailed modeling framework, which is largely based on experimentally verified parameters (cf., Section III). Several important differences to other contributions can be identified: contrary to [19], [23], [25], and [29], the temperature dependence of the semiconductor losses is considered in the models. Unlike [18], [22], [24], [27], and [29]–[31] that use data sheet information, the switching loss parameters are obtained based on extensive measurements. Furthermore, the impact of the core temperature and dc flux bias on the core losses is taken into account in this work while being neglected in [18], [22]–[27], and [29]–[31]. Finally, papers [26], [27], [29], and [31] miss to state the numerical values or origin of their cost model parameters, whereas this work explicitly provides all required values for the proposed cost models in detail.

3) Methodology: The author of [18], [22], [24], [27], and [29]–[31] employ metaheuristic evolutionary search algorithms in the optimization. Due to their stochastic nature, the found solutions are nondeterministic and thus usually only an approximation of the global solution. This is in stark contrast to the search algorithm employed in this work, which is based on systematic enumeration of all possible candidates and problem-specific heuristics to a priori reduce the number of candidates. This approach guarantees finding the global optima in a deterministic manner. Furthermore, no contribution could be found, which proposes how to systematically select a candidate system from the obtained Pareto front. In this paper, a selection of the candidate system based on the minimum achievable LCC is proposed (cf., Section VI).

4) Problem Complexity and Execution Speed: The virtual prototyping routine of this work can handle complex optimization problems encompassing 48 design variables. The problem of this work was solved within 15–20 h by means of a standard workstation (2 × 2.4 GHz Intel XEON quad-core CPUs, 64 GB of RAM). Contrarily, only a few contributions state the number of design variables (varying between 7 and 28). No information on the execution speeds or employed computational means could be found.

III. MODELING

This section provides a brief overview of the multiphysics models used in the optimization scheme of Fig. 5. In this work, detailed and mostly experimentally verified models are considered to increase the accuracy and confidence level of the calculated results. Since the main inductors and semiconductors are typically responsible for the majority of the converter losses and volumes, special care has been taken regarding the modeling of these components. In particular, previously unpublished multiparametric switching and core loss measurements are presented, which are used to parameterize the respective switching and core loss models. Note that the cost modeling is discussed together with the component selection in Section IV-C.

A. System-Level Loop Models

The models of the system-level loop comprise the EMI filter design models and the waveform synthesis models.

1) EMI Filter Models: The EMI filter design is performed in three steps. In the first step, the worst-case EMI noise levels are identified based on the waveform model below and the methods presented in [32]. This is followed by the differential mode (DM) and common mode (CM) filter design. The procedure to determine the filter values so as to comply with the CISPR B standards [33] is largely based on the models and practical considerations presented in [32] and [34]–[37]. The equivalent filter circuits are depicted in Fig. 6 and take into account parasitic effects: a varying parasitic solar generator capacitance $C_{\text{pv}} \in [0, 1.6] \mu$F to earth [38] and parasitic capacitors $C_{\text{rail2hs}}$ and $C_{\text{phase2hs}}$ from the semiconductor package to the heat sink in the range of a few hundred picofarads (determined by the number of packages and isolation distance [35]).
Fig. 7. Selection of the experimentally determined switching loss energies (left-hand side of the figures: sum of transistor turn-on and diode turn-off losses; right-hand side: sum of transistor turn-off and diode turn-on losses). (a) Si IGBT and p-i-n diode loss energies. (b) SiC MOSFET and Schottky diode switching loss energies. Notable reverse recovery charges $Q_{rr}$ of the SiC MOSFET body diode can be observed when compared to the SiC Schottky diode. The superior ZVS capabilities of the SiC MOSFETs enable dramatically reduced turn-off losses when compared to Si IGBTs. (c) Employed switching loss measurement test benches implementing the topologies shown in Fig. 2.

2) Waveform Models: The waveform models are used to calculate the current and voltage waveforms in all components of the system as a function of the modulation scheme, the operating point, and the component values. The waveform synthesis is conducted in the time and frequency domain assuming lossless components (cf., Section II). The waveforms are synthesized for all nominal and worst-case operating points and represent a fundamental prerequisite for the component design.

B. Semiconductor Models

1) Conduction Losses: The conduction losses $P_c$ are computed considering the current- and junction temperature-dependent output characteristics $V_{ce}(i_{ce}(t), T_j)$ and $R_{ds,on}(i_{ds}(t), T_j)$, respectively, of the considered IGBT, diode, and MOSFET devices. Interpolated data sheet parameters are employed.

2) Switching Losses: The switching losses $P_{sw}$ are calculated taking into account the current-, voltage-, and temperature dependence of the switching loss energies $E_{on/off}(i_{on/off}, V_{on/off}, T_j)$. Due to the fact that the switching loss energies generally strongly depend on the topology and the layout, $E_{on/off}$ were experimentally determined rather than based on data sheets. Different Si and SiC switching loss energies were measured based on double pulse tests and high-bandwidth current shunts using the test benches depicted in Fig. 7(c). The obtained SiC switching losses of Fig. 7(b) are up to a factor of 10 (at same current/voltage) smaller when compared to the Si counterparts in Fig. 7(a).

C. Cooling System

The cooling system design routine is based on the advanced and experimentally verified thermal models presented in [15]. The fan power consumption $P_{CS}$ includes the power supply losses due to an assumed efficiency of $\eta_{sup} = 75\%$.

D. Inductors

1) Reluctance Model: The reluctance model taken from [16] and [39] incorporates the nonlinear core material $B-H$ curves and employs an experimentally verified approach for the air gap reluctance calculation.

2) Thermal Model: The employed thermal model assumes heat transfer based on natural convection and radiation to the ambient. It distinguishes the core and winding surface and
winding hot spot temperatures. The model is described in [16] and experimentally verified in [16] and [40].

3) **Winding Loss Models:** The temperature- and frequency-dependent winding loss models are largely based on the work in [41]. In particular, the models take into account the high frequency (HF) skin and proximity effects in detail.

4) **Core Loss Models:** The core losses \( P_{\text{core}} \) are computed by means of the improved–improved generalized Steinmetz equation according to [41]:

\[
P_{\text{core}} = V_{\text{core}} \cdot \frac{1}{T_{g}} \cdot \sum_{i} k_{i} \Delta T_{i}^{-\alpha_{i}} \cdot |\Delta B_{i}|^{-\beta_{i}}.
\]

\( \Delta B_{i} \) denotes the peak-to-peak flux density swings of the piecewise linear HF flux density waveform and \( T_{i} \) the corresponding time intervals (\( \sum T_{i} = T_{g} \)). Operating point-dependent Steinmetz parameters \( (k_{i}, \alpha_{i}, \beta_{i}) \) are determined for each interval. The parameterization of the model is based on novel core loss measurements obtained by means of the advanced resonant measurement circuit proposed in [42]. It enables wide measurement ranges also for gapped cores with a high Q-factor in contrast to the standard nonresonant circuit (e.g., [41], [43]). The systematic measurements put a high priority on the investigation of the effects of dc magnetization, temperature, and air gap length (relevant for tape-wound cores; cf., [21], [43]–[45]). The measured core losses for the materials N87 and 2605SA1 are depicted in Fig. 8. In order to validate the core loss measurements and the proposed loss models, 2605SA1-based inductors were analyzed using the calorimeter setup depicted in Fig. 9(a) and (b). Various N87-based inductors and transformers were analyzed in [40]. Both experiments showed a good agreement between the model-predicted and measured losses with a mean error of < 10% (cf., Fig. 9(c), [40]). The significant differences to the data sheet revealed in Figs. 8 and 9(c) emphasize the importance and value of the conducted measurements. The new data thus enable a greatly increased level of detail and accuracy in the inductor design routine.

**E. Capacitors**

The current-dependent losses \( P_{\text{C}} \) in the capacitors are calculated based on data sheet loss parameters.

**F. Printed Circuit Board and Auxiliary Electronics**

For simplicity, the printed circuit board (PCB) losses (such as dielectric and conduction losses) are neglected. The losses of the auxiliary circuits \( P_{\text{aux}} \) include the gate driver losses \( P_{GD} \) and the power consumption of the control electronics, which is assumed to be constant \( P_{\text{control}} = 5 \text{ W} \). Again, the auxiliary supply efficiency is assumed to be \( \eta_{\text{sup}} = 75\% \).

**IV. TOPOLOGIES, MODULATION SCHEMES, AND COMPONENTS**

In order to demonstrate and prove the value of the proposed virtual prototyping routine, a cost-aware comparative study on the employment of Si and SiC semiconductors in the PV converter system of Fig. 1 is carried out in the remainder of this
paper. In this section, the selection of the compared topologies, modulation schemes, and components is reasoned in more detail.

A. Topologies

The achievable performance of Si and SiC is compared based on the three concepts depicted in Fig. 2. A widespread and state-of-the-art system in industry is the Si IGBT hard-switched PWM-modulated three-level T-type inverter topology (3LPWM) of Fig. 2(a) [3], [6], [46]. This topology in combination with a symmetric boost converter will, therefore, serve as the Si benchmark system in this work. The symmetric booster allows for the use of low-cost 600-V semiconductors and is able to contribute to the dc-link midpoint balancing [47].

The selected all Si 3LPWM benchmark system is compared to two all SiC concepts: following the argumentation of [6], [11], [12], the availability of efficient 1200-V SiC MOSFETs offers an opportunity to revert from a three-level to a two-level (PWM-modulated) topology. The simpler two-level topology is generally preferred due to the lower part count, which potentially translates into higher reliability and lower manufacturing and development costs. Furthermore, the two-level requires a minimum number of expensive SiC switches. This work investigates the achievable performance of this concept based on the two-level hard-switched PWM-modulated topology with a standard boost converter (2LPWM) as depicted in Fig. 2(b). A unique advantage of SiC MOSFETs when compared to Si IGBTs are the soft-switching capabilities (zero voltage switching—ZVS; cf., Fig. 7(b)). This advantage can be deliberately exploited when employing suitable modulation schemes. Therefore, the all SiC 2LTCM concept as shown in Fig. 2(c) is investigated where a triangular current mode (TCM) modulation scheme in a double-interleaved two-level system is employed. The interleaving of two branches per phase leg benefits the dc-link and EMI filter design and reduces the overall semiconductor conduction and turn-off switching losses.

The selected two-stage EMI filter topologies are depicted in Fig. 3.

B. Modulation Schemes

Whereas the 3LPWM and 2LPWM concepts are operated with a standard one-sixth third-harmonic CM injection PWM modulation scheme (e.g., [32]), the 2LTCM employs a TCM scheme both for the boost and inverter stage. The implementation and advantages of TCM are discussed in detail in [20]. Its main feature is soft switching, i.e., ZVS at all switching instants, which is achieved by a combination of varying switching frequencies and large current ripples (cf., Fig. 2(c)).

Following the specifications of typical commercial systems [46], a converter input voltage range of \([V_{\text{mp},\text{min}}, V_{\text{mp},\text{max}}] = [400, 800])\) V is chosen. It allows us to track the mainly temperature-dependent solar generator maximum power point (MPP) voltage \(V_{\text{mp}}\), which may vary up to a factor of 2 [9], [11]. The boost converter stages are employed to generate a dc-link voltage according to

\[
V_{\text{dc}} = \begin{cases} 
V_{\text{mp}} + \Delta V_{\text{dc}} & \text{if } V_{\text{mp}} < V_{\text{dc,min}} \\
V_{\text{mp}} & \text{if } V_{\text{mp}} \geq V_{\text{dc,min}} 
\end{cases}
\]

where for PWM: \(V_{\text{dc,min}} = 650\) V, \(\Delta V_{\text{dc}} = 0\) V and for TCM: \(V_{\text{dc,min}} = 700\) V, \(\Delta V_{\text{dc}} = 50\) V

which enables grid feed-in independent from \(V_{\text{mp}}\). The boost converters are deactivated in case that \(V_{\text{mp}} \geq V_{\text{dc,min}}\). In order to control the strongly voltage-dependent switching frequency of TCM modulation [20], a higher minimum dc-link voltage \(V_{\text{dc,min}}\) is required than for PWM. For similar reasons, a minimum voltage difference of \(\Delta V_{\text{dc}} = 50\) V between \(V_{\text{mp}}\) and \(V_{\text{dc}}\) is required in order to operate the activated boost converter stage, i.e., if \(V_{\text{mp}} < V_{\text{dc,min}}\).

C. Components and Materials

This section discusses the selection of the components and materials as listed in Table II. The presented cost data in this section were empirically collected from the respective component manufacturers using the same methods as in [48].

1) Semiconductors: State-of-the-art 600- and 1200-V discrete Si IGBTs and p-i-n diodes are employed in the 3LPWM system, whereas 1200-V SiC MOSFETs and Schottky diodes are considered for the 2LPWM and 2LTCM. Note that each concept is investigated assuming a fixed semiconductor configuration, i.e., paralleling of devices is not considered. For further details and unit cost data, refer to Tables II and III.

2) Cooling System: Cooling systems based on custom aluminum heat sinks and forced air cooling are considered. The calculation of the cooling system costs \(\Sigma_{\text{CS}}\) is based on the model from [48] assuming extrusion as the manufacturing process. The fan unit costs within the chosen fan series (cf., Table II) were found to vary between 6.32 and 6.78 €.

3) Inductors: Two core/winding material options are investigated for the main inductors \(L_{\text{dc}}\) and \(L_{\text{dm1}}\), respectively (cf., Fig. 2). On the one hand, inductors made of tape-wound amorphous iron cores and solid round wires are considered. This combination features a high maximum permissible flux density \(B_{\text{max}} \approx 1.2\) T and a high winding fill factor enabling compact designs in the low-to-medium switching frequency and current ripple range [16], [21]. This choice is complemented by inductors made of low-loss ferrite and litz wire suitable for medium-to-high-switching frequencies/current ripples.

The EMI filter inductors are implemented with gapless powder cores (DM) and nanocrystalline toroids (CM). This choice minimizes the magnetic stray fields which may compromise the filter attenuation.

A refined version of the inductor cost model in [48] is proposed

\[
\Sigma_{\text{L}} = \frac{1}{G_{\text{M}}} (\Sigma_{\text{core}} + \Sigma_{\text{wgd}} + \Sigma_{\text{lab}})
\]

(3)
TABLE II
SELECTION OF THE MAIN COMPONENTS AND MATERIALS

<table>
<thead>
<tr>
<th>Component</th>
<th>3LPWM</th>
<th>2LPWM</th>
<th>2LTCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diode</td>
<td>IK30N60T</td>
<td>C2M0080120D</td>
<td>C2M0080120D</td>
</tr>
<tr>
<td>Diode</td>
<td>IDP54560</td>
<td>C4D20120D</td>
<td></td>
</tr>
<tr>
<td>Diode</td>
<td>IK25N120H3</td>
<td>C2M0080120D</td>
<td>C2M0080120D</td>
</tr>
<tr>
<td>Core</td>
<td>IK30N60T</td>
<td>-</td>
<td>C2M0080120D</td>
</tr>
</tbody>
</table>

Heat sink | Custom optimized Al heat sink |
Fans | San Ace adjustable speed low power fans 9GA0412.x.x 01 |

<table>
<thead>
<tr>
<th>L_{d}%, L_{d\text{dd}}</th>
<th>1–3 × stacked E-cores 1.5 OR 1–2 × stacked U-cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{mp}</td>
<td>EPCOS MKP film capacitors B3277, V_i \in [575, 1200] V</td>
</tr>
<tr>
<td>C_{ak}</td>
<td>EPCOS long life electrolytic capacitors B43501x, V_i = 500 V</td>
</tr>
<tr>
<td>L_{cm}(1/2)</td>
<td>Solid round wire &amp; 1–3 × stacked E-cores</td>
</tr>
<tr>
<td>L_{cm}(1/2)</td>
<td>VACUUMSCHMELZE nanocrystalline Vitroperm 250F500F</td>
</tr>
</tbody>
</table>

| TABLE III
SEMICONDUCTOR DATA |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
</tr>
<tr>
<td>IDP54560</td>
</tr>
<tr>
<td>IGW30N60T</td>
</tr>
<tr>
<td>IKW30N60T</td>
</tr>
<tr>
<td>IKW25N120H3</td>
</tr>
<tr>
<td>C4D20120D</td>
</tr>
<tr>
<td>C2M0080120D</td>
</tr>
</tbody>
</table>

where>

\[ \Sigma_{\text{core}} = N_{\text{stack}} \cdot \Sigma_{\text{fc,core},x} + \sigma_{\text{core},x} W_{\text{core}} \]
\[ \Sigma_{\text{wdg}} = \Sigma_{\text{fc,wdg},x} + \sigma_{\text{wdg},x} W_{\text{wdg}} \]
\[ \Sigma_{\text{lab}} = \Sigma_{\text{fc,lab},x} + \sigma_{\text{lab},x} W_{\text{lab}} \]

Σ_{\text{core},x}, Σ_{\text{wdg},x}, Σ_{\text{lab},x} represent fixed costs for the cores (N_{\text{stack}} being the stacking factor), for the connectors and coil formers as well as for labor. σ_{\text{core},x}, σ_{\text{wdg},x}, and σ_{\text{lab},x} are relative costs per weight. The numerical cost parameters are listed in Table IV. As inductive components are often sourced from external suppliers, a cost premium of 33% (GM = 0.75) is added to the overall inductors costs.

D. Capacitors

The input MPP as well as all filter capacitances are realized with film technology. Contrarily, aluminum electrolytic capacitors are employed in the dc link as high capacitance values are required to attain sufficient control stability. The capacitor cost models and parameters are taken from [47].

E. PCB and Auxiliary Electronics

Standard four-layer 35-μm copper PCBs are assumed (cost model from [48]). The auxiliary equipment costs Σ_{AUX}

\[ \Sigma_{\text{AUX}} = \Sigma_{\text{GD}} + \Sigma_{\text{M}} + \Sigma_{\text{AUX}+} \]

comprise the gate driver costs Σ_{GD}, measurement circuit costs Σ_{M}, and additional, roughly constant costs of Σ_{AUX+} = 77 €. The number of gate drivers, current, and voltage measurement circuits along with the estimated unit prices (based on the circuits of the test benches in Fig. 7(b)) are listed in Table V. It is distinguished between nonisolated, single isolated, and shared isolated (e.g., S_{r1}/S_{r4} in the 3LPWM; cf., Fig. 2(a)) gate drivers.

V. PERFORMANCE SPACE ANALYSIS

In this section, the optimization scheme of the virtual prototyping routine (cf., Fig. 5) is employed to find the Pareto fronts of the three PV converter concepts selected in the previous section. A total of 48 component and global design variables are considered. Among these, the selected global design variables Π_{glob} and the investigated respective intervals are the most interesting due to their significant impact on the overall system performance

\[ \Pi_{\text{glob}}^{2\text{LPWM}} : f_{sw} \in [12, 72] \text{ kHz}, \Delta I_{\text{L, max}}^{\text{PP}} \in [5, 60] % \]
\[ \Pi_{\text{glob}}^{3\text{LPWM}} : f_{sw} \in [6, 36] \text{ kHz}, \Delta I_{\text{L, max}}^{\text{PP}} \in [5, 60] % \]
\[ \Pi_{\text{glob}}^{2\text{LTCM}} : f_{sw, \text{min}} \in [12, 84] \text{ kHz}, k_{f_{sw}} \in [4, 12]. \]

For the PWM-modulated topologies, the switching frequency f_{sw} and the maximum peak-to-peak current ripple ΔI_{L, max}^{\text{PP}}
The performance of the three investigated PV systems is analyzed and compared in this section. For this purpose, consider Fig. 11 that depicts the component loss, volume, and cost breakdown of the (ferrite-based) Pareto-optimal designs that form the trajectories $\Gamma$ on the Pareto fronts depicted in Fig. 10.

1) **Losses:** The main difference between the three concepts regarding the losses lies in the semiconductor share. The 2LTCM achieves the highest efficiencies due to the lowest semiconductor losses. On the other hand, the losses in the 2LTCM passives and the auxiliary (gate driver losses) are higher than for the 2LPWM and 3LPWM as a result of the HF high-ripple-current operation.

In order to obtain a deeper understanding of the semiconductor losses, consider Fig. 12 that shows the weighted relative conduction and switching losses as a function of the global design variables $\vec{I}$. It can be seen that the 2LPWM achieves $\approx 0.5\%$ lower weighted conduction losses than the 3LPWM. This is mainly due to the weighting of part load operation in (11), for which the ohmic MOSFET behavior is clearly superior over the IGBT with its inherent constant forward voltage drop. Although the 2LTCM features double the chip area, the weighted conduction losses are not half when compared to the 2LPWM. This is a direct consequence of the large ripple/triangular current waveform (cf., Fig. 2(c)) of TCM modulation causing increased rms values. It is thus found that the main reason for the highest semiconductor efficiency of the 2LTCM stems from the dramatically low switching losses due to ZVS in all operating points. When comparing the 2LPWM and 3LPWM, it is not only found that the 2LPWM SiC MOSFETs attain much lower switching losses due to ZVS in all operating points. Although the 2LTCM features double the chip area, the weighted conduction losses are not half when compared to the 2LPWM.

The origin of this effect is the fact that higher current ripples entail more current zero crossings (especially at part load). Current zero crossings in turn benefit the 2LPWM as they enable soft switching, i.e., ZVS of the SiC MOSFETs. In contrast, however, the 3LPWM cannot exploit the zero crossings as the turn-off tail currents of the Si IGBTs prohibit low-loss ZVS.

2) **Volume:** A general analysis of the volumes in Fig. 11 shows that achieving very high efficiencies entails the drawback of enormous volumes of the magnetic components. The comparison of the three concepts shows that the most compact designs can be realized with the 2LTCM. It requires very low inductance values for same switching frequencies (but double the blocking voltage), but also that the impact of varying current ripples $\Delta I_{L,max}$ is opposite: whereas for the 2LPWM, elevated $\Delta I_{L,max}$ reduce the switching losses, the same tend to increase for the 3LPWM. The origin of this effect is the fact that higher current ripples entail more current zero crossings (especially at part load). Current zero crossings in turn benefit the 2LPWM as they enable soft switching, i.e., ZVS of the SiC MOSFETs. In contrast, however, the 3LPWM cannot exploit the zero crossings as the turn-off tail currents of the Si IGBTs prohibit low-loss ZVS.

### Table VI

**Employed Optimization Parameters and Constraints**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \text{Nominal ambient temperature} )</th>
<th>( T_{\text{amb, nom}} )</th>
<th>30°C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \text{Nominal displacement factor} )</td>
<td>( \cos(\phi_{\text{nom}}) )</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>( \text{Nominal peak grid voltage} )</td>
<td>( V_{\text{grid, nom}} )</td>
<td>325 V</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. ambient temperature} )</td>
<td>( T_{\text{amb, max}} )</td>
<td>60°C</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. MPP voltage ripple} )</td>
<td>( \Delta V_{\text{MPP, max}} )</td>
<td>2 V</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. dc-link voltage ripple} ) (^1)</td>
<td>( \Delta V_{\text{C, max}} )</td>
<td>6.5 V</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. junction temperature} ) (^2)</td>
<td>( T_{\text{j, max}} )</td>
<td>125°C</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. winding hot spot temperature} )</td>
<td>( T_{\text{w,hot, max}} )</td>
<td>125°C</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. 2605SA1 core temperature} )</td>
<td>( T_{\text{2605SA1, core, max}} )</td>
<td>125°C</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. 2605SA1 flux density} )</td>
<td>( B_{\text{2605SA1, max}} )</td>
<td>1.2 T</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. N87 flux density} )</td>
<td>( B_{\text{N87, max}} )</td>
<td>0.31 T</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. inductance drop} )</td>
<td>( L(\Delta I_{L, max})/L_0 )</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>( \text{Max. total relative air gap length} ) (^3)</td>
<td>( \delta_{\text{rel,max}} )</td>
<td>0.5</td>
</tr>
</tbody>
</table>

\(^1\) also applicable to the 3LPWM midpoint potential of \( C_{\text{dc}} \)
\(^2\) for rated semiconductor junction temperatures \( T_{\text{j, r}} \), see Table III
\(^3\) with respect to the leg width (U-cores) or center leg width (E-cores)

---

B. **Comparison of Topologies**

The performance of the three investigated PV systems is analyzed and compared in this section. For this purpose, consider Fig. 11 that depicts the component loss, volume, and cost breakdown of the (ferrite-based) Pareto-optimal designs that form the trajectories $\Gamma$ on the Pareto fronts depicted in Fig. 10. The values of the optimization constraints are listed in Table VI, whereas the main results are summarized in Figs. 10–12.
Fig. 10. $\eta^*euro - \rho_P$ 3-D Pareto fronts of the investigated 2LTCM, 2LPWM, and 3LPWM PV system concepts of Fig. 2. Approximately 150,000 Pareto-optimal designs are found for each topology. The component loss, volume, and cost breakdown of Fig. 11 are based on the designs that form the sketched trajectories $\Gamma$ shown in this figure.

Fig. 11. Component loss, volume, and cost breakdown of the Pareto-optimal designs forming the trajectories $\Gamma$ on the Pareto fronts depicted in Fig. 10. $C_{dc}$ denotes the combined properties of $C_{mpp}$ and $C_{dc}$ whereas EMI—summarizes the filter components without $L_{dm1}$ and $L_{cm1}$. It is furthermore shown how the global design variables $\vec{\Pi}_{glo}$ evolve along the chosen trajectories. For the purpose of presentation, the switching frequency multiple $k_{fsw}$ has been scaled (e.g., $k_{fsw} = 12 \leftrightarrow k_{fsw}/20 = 60\%$).

Fig. 12. Weighted (based on (11)) power semiconductor losses as a function of the global design variables $\vec{\Pi}_{glo}$. The losses are plotted considering the same cooling system for all topologies. In contrast to the Si IGBT-based 3LPWM concept, increasing the current ripple in the SiC MOSFET-based 2LPWM leads to lower overall losses due to more frequent ZVS transitions.

3) Costs: Finally, again with reference to Fig. 11, the systems are comparatively evaluated regarding costs. It is found that the highest component costs generally result for the 2LTCM. This is mainly due to the high number of expensive SiC switches and gate drivers, which dominate the total costs and which cannot be compensated by the lower costs of the passives. Despite twice the number of devices, the 3LPWM Si semiconductor costs are only half when compared to the SiC costs of the 2LPWM. However, the savings on the semiconductors are almost compensated by the increased costs for gate driver units. Apart from the semiconductors and the gate drivers, the cost breakdown of the 2LPWM and 3LPWM are similar: employing
VI. LCC MISSION COST SPACE ANALYSIS

The analysis of the Pareto fronts in the last section revealed the differences between the three considered concepts with respect to efficiency, power density, and specific costs. Since all concepts exhibit both strengths and weaknesses regarding the three performance measures (e.g., 2LTCM: efficient but expensive), determining the best concept and/or particular design solely based on the Pareto fronts is not possible. Therefore, the virtual prototyping routine as proposed in Section II includes a mission cost function \( C : (\eta_{\text{euro}}, \rho_{\text{tot}}, \sigma_P) \rightarrow \mathbb{R} \), which assigns each Pareto-optimal design a mission cost. Based on this single-dimensional value, the best candidate system can be identified in a straightforward manner. Note that the mission cost function can arbitrarily be chosen and may only reflect the (subjective) preferences of the design engineer.

A. Mission Cost Function

In this work, it is proposed to employ a mission cost function \( C \), which approximates the LCC. A simple approach incorporating a net present value analysis is used

\[
LCC = \Sigma_{\text{tot}} + \sum_{n=1}^{N_{\text{life}}} \left\{ \Sigma_{\text{cap}}(q) + \Sigma_{\text{rev}}(\eta_{\text{euro}}) \right\} \cdot \frac{1}{(1 + q)^n} .
\]  

In (12), \( q \) denotes the interest rate and \( N_{\text{life}} \) the number of years, i.e., the considered lifetime. The LCC is composed of the following cost contributions.

1) Initial costs: The initial costs of all converter components \( \Sigma_{\text{tot}} \).

2) Capital costs: The interests on the initially invested capital, i.e.,

\[
\Sigma_{\text{cap}}(q) = q \cdot \Sigma_{\text{tot}} .
\]  

3) Lost operating revenue costs: The missed operating revenue, i.e., the value of the energy \( E_{\text{loss}} \) which is lost in the energy conversion of the PV system and which can thus not be sold to the utility

\[
\Sigma_{\text{rev}}(\eta_{\text{euro}}) = \sigma_{\text{kWh}} \cdot E_{\text{loss}} \]  

\[
= \sigma_{\text{kWh}} \cdot P \cdot CF \cdot \frac{8760 \text{ h/year}}{1000} \cdot (1 - \eta_{\text{euro}}) .
\]  

with \( \sigma_{\text{kWh}} \) being the costs of energy per kWh and \( CF \) the capacity factor of the PV system.

Clearly, a more comprehensive estimation of the LCC could also take into account manufacturing or housing costs. Furthermore, the effect of the inverter reliability on the LCC may be modeled by means of repair and downtime costs. However, the calculation of these costs would require the derivation of a large set of additional models and assumptions, which is beyond the scope of this paper.
the 2LPWM achieves 22 % lower LCC than the benchmark 3LPWM system and 5 % lower LCC than the 2LTCM system.

C. Proposed Candidate System

Based on the above analysis, it can be concluded that the 2LPWM design with $f_{sw} = 44 \text{ kHz} / \Delta I_{PP}^{L_{max}} = 50 \%$ as shown in Fig. 14 represents the most attractive solution for the investigated PV converter application of Fig. 1. Besides featuring a 22 % / 5 % lower LCC than the competitor systems, a range of other facts underline the attractiveness of the proposed solution: the selected 2LPWM candidate design offers the lowest initial costs (i.e., the component costs; cf., Fig. 14) and hence features the lowest costs already at the beginning of the considered lifetime. From an investment perspective, this is favorable as (in theory) it involves no uncertainty. Furthermore, the 2LPWM candidate system features by far the lowest complexity in terms of component count (semiconductors, gate drivers, passive components) and control effort (standard modulation scheme, no dc-link midpoint balancing, no current zero-crossing detection). This does not only facilitate a presumably higher reliability but also allows for low development and manufacturing costs and a short time to market.

Finally, it can be concluded that the found 2LPWM SiC-based solution outperforms the benchmark 3LPWM Si-based system. As evident from Fig. 14, the 2LPWM is not only more efficient and compact but also slightly less expensive. The main technical reasons for the superiority of the SiC-based solution are summarized and discussed below.

1) The chip utilization and symmetry of the semiconductor stresses in a two-level system is unsurpassed. Therefore, this topology is ideal for SiC as a maximum performance benefit using a minimum number of expensive SiC MOSFET switches can be attained.

2) The ohmic output characteristic of MOSFETs allows for much lower conduction losses in part load operation than bipolar IGBTs. Therefore, SiC MOSFETs prove to be a very good match for PV applications where part load efficiency is highly important.

3) The virtual prototyping routine identified the operation at high current ripples (here: $\Delta I_{PP}^{L_{max}} = 50 \%$) to be optimal. The underlying reason is twofold: on the one hand, high current ripples in combination with SiC MOSFETs enables more frequent ZVS transitions and thus a considerably increased part load efficiency (contrary to IGBTs). That is, the optimized way of operating the 2LPWM exploits both the excellent hard- and soft-switching capabilities of SiC MOSFETs.

4) On the other hand, the operation at high ripple currents allows for the use of inexpensive and highly efficient ferrite inductors instead of costly and lossier amorphous iron cores.

VII. CONCLUSION

This paper presents a cost-aware comparative study of the potential of Si and SiC semiconductors in a 10-kW residential three-phase dc/ac PV converter application.

For this purpose, a novel virtual prototyping routine is proposed, which facilitates a systematic and comprehensive analysis of the topic. This is on the one hand accomplished by means of a multiobjective optimization scheme which enables the comparison of different converter concepts regarding the efficiency, power density and the specific costs. On the other hand, the virtual prototyping routine comprises an additional evaluation scheme based on the LCC. It facilitates the systematic selection of a candidate system from the obtained $\eta-\rho-\sigma$ Pareto fronts. Advanced and largely experimentally verified multiphysics and quantitative cost models are used. Furthermore, previously unpublished multiparametric switching and core loss measurements as well as novel cost data are incorporated into the modeling framework. The virtual prototyping routine has proven its capability of deterministically solving complex optimization problems including 48 design variables with standard computational means.

Employing the virtual prototyping routine, three different Si and SiC converter concepts including the EMI filter were investigated. The results show that an optimized SiC two-level
system can concurrently improve the efficiency and power density when compared to an optimized state-of-the-art three-level Si-based system. At the same time, the SiC system achieves both lower component costs (−5%) and LCC (−22%). The industrial/commercial potential and attractiveness of the found solution is further underlined by its simplicity and low part count, which potentially translates into low development costs and high reliability.
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